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Abstract

The spreading of information is of crucial importance for the modern information
society. While we still receive information from mass media and other
non-personalized sources, online social networks and influence of friends have
become important personalized sources of information. This calls for metrics to
measure the influence of users on the behavior of their friends. We demonstrate that
the currently existing metrics of friends’ influence are biased by the presence of
highly popular items in the data, and as a result can lead to an illusion of friends
influence where there is none. We correct for this bias and develop three metrics that
allow to distinguish the influence of friends from the effects of item popularity, and
apply the metrics on real datasets. We use a simple network model based on the
influence of friends and preferential attachment to illustrate the performance of our
metrics at different levels of friends’ influence.

Keywords: social influence; multi-level network; social metrics; friendship network

1 Introduction

The use of friends’ influence in the spreading of information has become an important
mean of advertisement by companies on the Internet [1]. This type of advertisement is
strongly mediated by the relations between users in the network and resembles the spread-
ing of infectious diseases [2]; it is thus referred to as viral marketing. One of the most
famous example is Google’s e-mail account Gmail, which was only accessible via an invi-
tation from another user in its early days.

It is thus important to be able to measure and understand the underlying mechanisms
of the social spreading of content. The influence of users sending purchase recommenda-
tions to their friends has been studied in [3]. This study shows that this type of explicit
viral marketing contributes only marginally to the total sales, and that users can become
resilient when they are exposed to too many recommendations from friends or simply too
many of their friends’ actions. It is shown in [4] that users with high numbers of friends
need more exposure of their friends’ actions before doing the same actions themselves
(for example watching a video or buying an item), thus leading to an apparent resilience
effect. The authors correct this effect by taking into account the visibility of the actions of
friends to compute the exposure, as the visibility of friends’ actions depends on the way the
website displays it to its users. Another aspect of the social interactions is the homophily,
which should not be confounded with influence of friends [5]. In the latter case, a user
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consumes a good because of the behavior of another user, while in the case of homophily
the users happen to consume the same good because they have similar tastes. These two
effects are distinguished using statistical matching of users in [6, 7]. In [8], the influence
of friends is distinguished from homophily by randomizing the timing of users’ actions.

Many efforts have been invested in modeling the spreading of information through so-
cial bonds. One of the main diffusion models in marketing and management is the Bass
model [9], which is generally used to study the rates of innovation and imitation in the
spreading of ideas. The spreading of information is treated similarly the spreading of an
infection in the following models; a user is thus said to be infected when he gets influ-
enced by his friends. In a more recent model, the threshold model [10], each user is en-
dowed with a personal threshold value and becomes infected when the number of infected
friends meets this threshold. A generalization of this model, named the linear threshold
model, uses the ratio of infected friends and/or links weights between friends [11, 12]. In
the cascade model [13], a user has a certain probability to become infected each time one
of his neighbors becomes infected.

However, most of those models only account for the influence occurring inside the net-
work, excluding the possibility of external influence. It may be difficult to distinguish the
influence of friends from the one due to external influence. A recent work takes into ac-
count both means of infection by modeling the internal and external influences and com-
bining them into an exposure function (i.e. the strength at which users propagate an infor-
mation) [14]. A model in which each user has its own time-dependent influence function
has been developed in [15] and shows that the influence function depends on the type of
contents. The Recommendation of music in Last.fm has been successfully improved by
temporally separating the influence of friends from the general influence [16]. The evolu-
tion of both the users’ friendship relations as well as the users’ group affiliations have been
modeled in [17]. Models of propagation can also help to recover the social ties behind the
adoption patterns [18].

Social spreading is not the only mechanism at work in networks. In many empirical
systems, such as the scientific collaboration networks [19], the metabolic networks [20],
and the social networks [21], the number of interactions attached with individual nodes
follows a broad distribution which is often, though not always, of a power-law kind [22].
A simple model based on the popular rich get richer principle was successfully used to
reproduce the power-law distribution in the WWW (World Wide Web) [23]. However,
this model predicts a strong correlation between item popularity and item age that is not
observed in the WWW [24], nor in the citation network [25]. To solve this shortcoming,
the preferential attachment model was refined by including a decaying time factor and
a relevance score for nodes [26].

In this work, the input data are represented as a multi-level network which consists of
a monopartite social network of users and a bipartite user-item network where two dis-
tinct type of nodes, user and item nodes, are present. Links in the social network represent
social connections/friendship relations between the users. Links in the user-item network
represent interactions between the users and the items (depending on the system, the in-
teractions can correspond to collecting, buying, reviewing, or otherwise connecting with
an item). We develop three new metrics to measure three different aspects of friends’ in-
fluence in these networks. Contrary to research that attempts to find the most influential
users in complex networks [27-29] that often uses only the user social network, we use de-
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tailed time information on user actions and aim at measuring the strength of user influence
over individual users. With the first metric we study the probability that a user collects an
item depending on his friends behavior. We show that with an appropriate rescaling of
the number of friends who have collected an item, we obtain a metric which is sensitive
to the influence of friends, as opposed to the raw unrescaled number which is basically
unaffected by friends’ influence. The second metric studies the influence between pairs
of friends by comparing the number of times a user influences one of his friends with the
number of times this would happen in a null model. This metric is particularly useful to
detect the influence between moderately active users who actually constitute the majority
of the users due to the free-scale nature of the network. The third metric measures the
spreading of individual items in the friendship network of users by comparing the original
network with a subnetwork comprising only the users who collected a specific item. This
metric is sensitive to niche items which are mainly popular in small groups of friends.

We apply the three metrics on data from Yelp which is a website where users write re-
views on real world businesses. In order to test the ability of our metrics to detect the in-
fluence of friends, we apply the metrics to randomized Yelp data and show that, unlike the
existing metrics such as exposure and contagion, they exhibit significantly different pat-
terns compared to those found in the original data. In addition, we apply the metrics on
artificial networks grown with preferential attachment mixed with the influence of friends,
and show that the new metrics are able to distinguish among networks created with dif-
ferent amounts of friends’ influence. Finally, we show that our metrics perform well also
on data from the social news website Digg.com.

2 Datasets

The number of users and items are denoted as U and I, respectively. Throughout this
paper, we use Latin letters i and j to label the users and Greek letters « and B to label the
items. The number of items collected by user i is the degree k; of user i in the bipartite
network, and the number of users who have collected item « is the degree k, of the item.
The number of friends f; of user i is the degree of this user in the social network.

Two different real datasets are used in this work. The first one is the round 4 of the Yelp
academic challenge dataset [30]. Yelp is a website where users can review and rate various
businesses such as restaurants, doctors, and bars. This dataset is particularly suitable for
our study because it features both a social component - users can explicitly select other
users as friends - and a bipartite component - users can review businesses and give them
scores in the integer rating scale from 1 to 5. Furthermore, rating time stamps are available
which makes it possible to detect who followed whom in their collection patterns.

Based on the data, we build two networks. The first one is the friendship network, in
which users are represented by nodes, and links connect the users who are marked as
friends in the data. The second one is bipartite, there is a link between a user and a business
if the user has reviewed the business independently of the actual ratings given by the user
to the business.

The original dataset contains 252,898 users, 42,153 businesses, 955,999 friendship links,
and 1,125,458 reviews. For our analysis, we keep only the users who have at least one
friend and at least one review. Similarly, we consider only the businesses that received at
least one review. The resulting dataset contains 123,368 users, 41,958 businesses, 955,999
friendship links and 804,789 review links.
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The second dataset is composed by data from Digg.com. On this website, every user
can post a news (an item) and other users can then vote for it (‘digg’ it). We consider that
auser has collected a news if he has voted for it. A news is first only visible to the friends of
the user who published it and thus it propagates only by social spreading. Once the news
has earned enough votes, it is promoted to the Digg front page where every user can see
it. Our dataset contains only news that were promoted to the front page. The life cycle of
items is very different for Digg and Yelp networks, which is natural because news are only
interesting for a short time after their publication, while a restaurant can remain popular
for a long period of time. A business gets 90% of its number of reviews in one thousand
days, while a news gets 90% of its votes fifteen hours after its publication. The dataset
that we use here was obtained from [31]. After applying the same cleaning procedure as
we did for the Yelp data, we are left with 123,368 users, 3,553 items, 2,337,418 user-item
links and 874,745 friendship links.

3 Metrics of friends’ influence

The most straightforward and quite common approach to quantify influence of friends in
real data is based on measuring the probability that a user i collects an item «, given that
fia of s friends have already collected it [3, 32—36]. In the rest of the paper, we refer to
fiw as the exposure of user i to item « (assuming that a user is exposed to an item when-
ever one of his friends collects it). However, this measurement is strongly influenced by
the heterogeneity of item popularity. Indeed, if we randomly distribute an item « to &,
different users, each user collects item o with probability k,/U. As a result, a User i with f;
friends will thus have on average f;k, /U friends that have collected the item. In a random
model, the expected number of friends that have collected an item is directly proportional
to the degree k,, of the item. In most online networks, the growth is driven by preferential
attachment which implies that the likelihood for an item to receive a new link is propor-
tional item degree k, [23]. Because of shared proportionality to item degree, if we plot the
probability for a user to collect an item as a function of the number of friends that have
collected it f;,, we essentially see the effect of preferential attachment. In order to differ-
entiate the influence of friends from preferential attachment, we propose the normalized
exposure in the form

_ fiot (t) kmin
- ) W

where ¢, is the time at which user i collects item «. The ratio f;, (£)/f; complies the obser-
vation that users with a larger number of friends need more friends who collect an item
before they tend to collect it themselves [4]. We take the maximum value reached by the
quantity in parenthesis over time so that we measure the largest signal sent to the user.
Indeed, the ratio in the parentheses is not strictly growing because if the item becomes
more popular (k,(¢) increases) but no new friends collect it (f;,(£) remains constant), the
quantity decreases. Due to the normalization, the values of the newly suggested normal-
ized metrics are uncertain for little popular items and users with a low number friends. To
limit the influence of these noisy estimates, we consider only items with current degree
kmin or more and users with fi,;, friends or more (kp;, and fi,;, are set to 10 and 5, respec-
tively). The factor kp;, is introduced in Eq. (1) in order to make the upper bound of n;,
independent of kmin. The choice of kyin and fiin does not alter the results qualitatively. We
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compute 7;, for all user-item pairs. We then compute for # between 0 and 1 the ratio of the
number of n;, pairs greater or equal to n where user i has eventually collected item « over
the number of all #;, pairs greater or equal to n. The result is the cumulative probability
that a user i collects an item « given that n;, is greater than n.

If a user collects an item before one of their friends, we say that there is a contagion
between the user and the friend. We introduce #;; as the number of items first collected
by user i that are later collected by user j (note that n;; # n;; in general). This quantity
was used in previous studies to quantify the social contagion occurring in social systems
[37, 38]. A version normalized by the degree of the infected user was also used prior to
this work [39]. However, if two friends are very active, it is likely that they have a larger
number of items in common than less active users. To remove this bias, we normalize #;
with the expected number of items that user i and j would have in common in a random
case. Assuming k;, k; < I, user i selecting items randomly has the probability k;/I to collect
an item that user j has previously collected. As a result, the expected number of items that
the users share is k;k;/I. We now introduce the normalized contagion count between two

users as

n ij

= _lmin; 2
s k 2)

Cij
where #;; is the number of items collected first by user i and later by user j. When comput-
ing this score, we again take into account only the users who have collected at least kpin
items, which helps to reduce the noise. The factor ky,;, is introduced in Eq. (2) to rescale
its values and assure that the maximum value of ¢; is 1 independently of the value of ki;n.
The maximal value of ¢;; is kmin/k; when k; = n;;, thus favoring the little active users who
can in general reach higher ¢; values than highly active users. Introducing the threshold
kmin again serves to limit the level of noise and its chosen value does not alter the results
qualitatively. Due to the free-scale distribution of users activity in online networks, the
low-active users are a very important fraction of the network and should not be neglected.

With the last metric, we are interested in measuring the topological features of item
spreading. If social influence through friendship links is significant, we expect that the
items spread more densely between friends than among users with no explicit relation-
ships. To measure this effect, we introduce the spreading concentration r,. For each user
who has collected item o, we compute the ratio between the number of friends who have
collected item « over the total number of friends (see Figure 1 for an illustration) and
average the result over all these users. The score can be written as

1 7o) b
- gy o, 3)

ka ieN(a) 'ﬂ

where A () is the set of user who have collected item o, F(i) is the set of users who are
friends with user i, and aj, is an element of the adjacency matrix of the bipartite network,
which is 1 if user j has collected item « and 0 otherwise. Contrary to the two previously
introduced metrics, to our knowledge there is no equivalent of this metric in the existing
literature. When r,, is zero, item o has been collected by users who are not connected with
each other, which indicates that influence of friends played a negligible role in the way how
the item has spread in the society. When r,, is high (close to one), item « has been collected
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Figure 1 lllustration of the spreading concentration. Spreading concentration for an item « which rarely
spreads through friendship links (a) and item B which often spreads through friendship links (b). Nodes and
links represent users and their friendship relations, respectively. A node is colored when the corresponding
user has collected a given item. A link is highlighted if it connects two users who have both collected a given
item.

by tightly connected users, which suggests that social relations significantly contributed
to the item’s spreading among the users.

4 Randomization of the input data by rewiring

A metric of social influence produce some signal even when social influence plays no role
in the evolution of the analyzed system. To assess whether the observed signal is in fact
an indication for influence of friends, we compare the metrics applied to the original data
with the metrics applied on two randomized versions of the data. To randomize the data,
we apply a simple reshuffling procedure to either the user-item or the user-user network.
The procedure is as follows: for each link of the selected network, we choose another link
at random and we exchange one of the end nodes between them (in the bipartite network,
links i-o and j- 8 are rewired to i- 8 and j-«, respectively with i # j, and we proceed similarly
for the friends network). In the user-item network, the time of the action is kept on the
item side. Note that this procedure keeps the degree values of both user and item nodes
unchanged. By reshuffling the social network, the preferences of the users are maintained
but they are assigned with random friends. While the resulting network features no influ-
ence of friends, some friends may still have similar preferences and thus have a number of
items in common. By reshuffling the user-item network, we obtain a network which fea-
tures no user preferences at all (everyone’s collection becomes random) and consequently
no influence of friends. While the two rewiring processes differ, they both remove the so-
cial influence of the data and thus can constitute a good benchmark to evaluate whether
the different metrics are able to distinguish influence of friends from other effects. Instead
of the rewiring procedure, one could use the configuration model [40] to produce random-
ized networks. Upon the same constraints (no multi-links in the bipartite network and no
self-loops in the social network), the results obtained in the two ways are equivalent.

5 Artificial model

To complement the binary comparison with rewired data (some influence of friends vs
zero influence of friends), we now introduce a network model where the contribution of
friends’ influence can be varied continuously. In this model, every user is subject to two
different types of influence: from friends and global from the outside world. The global in-
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fluence is modeled using preferential attachment with decaying relevance which has been
shown to well represent the citation patterns of scientific papers [26] and the dynamics
of content popularity in online networks [41]. The influence of friends is assumed to be
proportional to the number of friends that have collected an item. In order to focus on
the growing bipartite network, we do not attempt here to model the process of friendship
creation and directly use the friendship network from Yelp. This allows an easier compar-
ison of the artificial bipartite network with the real one. We grow the bipartite network by
adding one item in each time step until the final number of items is equal to that in the
real data. At each time step, m links are added to the network where m is chosen in such
a way that the final number of links is equal to that in the real data (m =19 for the Yelp
data), which allows us to directly compare the structure of the artificial network with that
of the real data.

When adding a link, the probability to choose user i is proportional to k! where k
is the final number of reviews of users i in the Yelp network. This makes the resulting
distribution of user degree similar to that in the real data (see Figure 2(a)). To choose an
item for the given user, with probability p we use the decaying relevance model (which
models global influence). Otherwise (i.e., with probability 1 — p), we use the influence of
friends model. The probability to choose item « in the two respective cases is

ko (£)R, () . .
PP (g 1) = 2 yijth probability p, (4)
S kO, PO P
P a, t) = ﬂ with probability 1 — p. (5)
> s N (@)

Here f!(¢) is the number of friends of user i that have collected item « at time ¢, k,(t) is
the number of links connected to item « at time ¢, R, (¢) = R, exp[-B(¢ — t,)] is the current
relevance of item «, and R, is the initial relevance of item alpha which is drawn from the
exponential distribution A exp**, with x restricted to the range [1, o). While a small value
of A leads to a heterogeneous distribution of initial item relevance, a high value results
in a narrow distribution of relevance and thus a narrow distribution of item degree. The
small A setting leads to a power-law distribution of final item popularity [26], which is sim-
ilar to the distributions found in various real systems [22]. We choose the time decaying
parameter § in order to maximize the agreement between the real and model item degree

Users Items
108 5 — 105
N ] artificial p=0.3 a) A ] artificial p=0 - - - b)
~105 Yelp L4 — artificial p=0.3
< ] < m Yelp
3104 2 b
@ ] 0 108 —
8103 — § ]
5, 5 5102 =
5 10° 5 o B
5 i
-g 107 ] 'g 101 S
> — =3
Z 0 ! ! ! z, 0 !
10° 10°
100 10° 102 108 10* 100 10! 102 108 10*
k k
Figure 2 Degree distribution. Panels show the degree distribution of users and items in the users-item
network, respectively, for both real and artificial networks.
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distribution (see Figure 2 for the result with 8 = 0.025 and A = 1.5). When the time decay is
fast (B is large) the relevance of items quickly tends to zero for every item. When the time
decay is slow (8 is small but non-zero), the items with large initial relevance have long time
to attract attention, resulting in high item degree and a broad item degree distribution.

6 Results on the Yelp and model data
We now study the behavior of all the described influence of friends metrics on both the
Yelp data and the model data.

6.1 Exposure and normalized exposure

In Figure 3(a) we present the probability that a user collects an item as a function of the
number of friends who have collected the item. Similarly to [3], we find that the quick
initial increase is followed by a saturation. While the authors of [3] claim that this behavior
is due to the users perceiving too many recommendations of an item from their friends
as spam, we argue that this is not the case: the two randomized networks show the same
pattern despite the absence of friends’ influence in the randomized data. Furthermore,
the same is true for all curves obtained on the model data (see Figure 3(b)) regardless
of the strength of friends influence (which is controlled by the parameter p) where there
is no built-in aversion to items shared by a high number of friends. Note also that the
curves corresponding to different values of p in Figure 3(b) largely overlap (except for
p = 0.5) which means that this measurement does not allow us to distinguish systems with
very different levels of friends’ influence. Based on these observations and our previous

Yelp artificial
0.14 0.14
original a) b)
0.12 user-item rewired —:—:- 0.12 —
ﬁ 0.1 user-user rewired - - - o ﬁ 0.1 — /.
— <]
= 0.08 o = 0.08 — -
= —— = - ,;1-"'
g 006 e 5 0.06 — G D=0 - - -
3 = E] = ———
oS 0.04 ~ QS 004 o 7 p=0.1
/ P Vg p=0.3 ==
0.02 /7. -- 002 — p=0.5
o - \ \ \ \ 0 \ \ \ \
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] c) ] d)
10" — 107" —
c - c |
N, i A, i
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104 o T 104 5
10 ' ‘ 10 ‘ ‘
0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6
n n
Figure 3 Normalized exposure in the Yelp data. Panels (a) and (b) show the probability that a user collects
an item when its exposure (the number of the user’s friends who have already collected it) is at least N for the
Yelp and artificial data, respectively. Panels (c) and (d) show the probability that a user collects an item when
its normalized exposure is at least n. Here (and in the following figures) shaded areas indicate the standard
error on the mean computed over ten realizations.
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discussion in Section 2, we argue that the heterogeneity of item popularity distorts the
exposure metric to such an extent that it is not a reliable measure of friends’ influence.
The results are very different for the proposed normalized exposure metric. As shown
in Figure 3(c), the collection probability increases with the normalized exposure in the
original data and it decreases steeply (note the logarithmic scale on the vertical axis) in the
randomized data, thus allowing for a clear distinction between systems with and without
influence of friends. The same is true for the model data in Figure 3(d) where the curves
corresponding to different values of p do not overlap (as opposed to Figure 3(b)).

6.2 Contagion count and normalized contagion count

Since the contagion count focuses on co-collection patterns among individuals, random
rewiring of the user-item network is more appropriate than rewiring of the user-user net-
work. The reason for this is that while the former effectively eliminates personal taste of
users, the latter maintains them. When two users with similar taste are connected in the
rewired user-user network, they can still achieve a significant contagion count despite the
absence of a true friends influence between them. Figure 4(a) shows that the contagion
count is able to distinguish between the original and the randomized network. However,
the metric performs worse on the artificial data shown in Figure 4(b) where it fails to dis-
tinguish the data corresponding to different values of p (the only noticeable difference
happens when half of the content is propagated by influence of friends). The normalized
contagion count is shown for the Yelp and model data in Figure 4(c) and (d), respectively.
While the difference between the original network and the reshuffled ones looks similar
to the unnormalized contagion count, in the artificial networks we can easily distinguish
between datasets produced with different values of the social influence parameter p.
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2 10% 3 TNT 2 10° N
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Figure 4 Normalized contagion count in the Yelp data. Panels (a) and (b) show the distribution of the raw
contagion count for the Yelp and model data, respectively. Panels (c) and (d) do the same for the normalized
contagion count.
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Figure 5 Spreading concentration in the Yelp data. Panels (a) and (b) show the distribution of the
spreading concentration for the Yelp and model data, respectively.

6.3 Spreading concentration

Results for this metric on the Yelp data are shown in Figure 5(a). The values computed
in the original network are easily distinguishable from the values computed in the ran-
domized networks. It is also the case for the model data reported in Figure 5(b) where the
curves progressively shift as p increases. Note that the items with the highest r, values do
not have particularly high degree. For instance, the average degree of the top 100 items
in terms of r, is 22 which is similar to the overall average degree which is 16. In other
words, the friendship relations among the users who collect items of mediocre popularity
are the most informative for assessing the strength of friends’ influence in the data by the
spreading concentration.

7 Results on the Digg data

We now apply the same metrics on data from the Digg web site to see how well our re-
sults translate to a different system. Figure 6 shows the results of applying the influence
of friends metrics on the Digg data. The probability of collecting an item as a function of
the normalized exposure shown in Figure 6(b) again better distinguishes the original data
from their randomized counterparts than the raw exposure shown in Figure 6(a). Also the
normalized contagion count shown in Figure 6(d) performs in this respect better than the
raw contagion count shown in Figure 6(c). As shown in Figure 6(e), the difference between
the original and randomized network is less pronounced when the spreading concentra-
tion metric is used. This is a consequence of the fact that our dataset only contains popular
items that were promoted to the front page (the popularity of the least popular item is 111).
We thus lack the items of average and little popularity that, as we discussed before, have
the best chance to achieve high values of r,, by spreading within small groups of friends.
The spreading concentration is thus not suitable for this kind of dataset.

8 Conclusion

Influence of friends is an important and omnipresent process and various metrics have
been designed to quantify its strength in data. We use a data randomization technique to
show that the existing metrics - exposure and the contagion count - perform poorly in the
task for which they have been designed. We identified the broad distribution of item pop-
ularity and preferential attachment, common features in many real systems, as the main
reason for this failure and we used it as a motivation for the design of new normalized met-
rics that are not biased by them. Our metrics are also and well motivated and supported
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Figure 6 The metrics in the Digg data. Metrics of friends’ influence applied on the Digg dataset and its
randomized counterparts. Panels (a) and (b) show the item collection probability as a function of raw and
normalized exposure, respectively. Panels (c) and (d) show the raw contagion and normalized count,
respectively. Panel (e) shows the distribution of the spreading concentration among the items.

by the data. Our work opens new perspectives for the understanding of coupled networks
and the design of future algorithms such as link prediction or community detection.

By rescaling the raw exposure of a user’s friends by its activity, we introduce the nor-
malized exposure and show that this metric is able to distinguish between the original
and randomized data as well as to distinguish between model data generated with dif-
ferent values of the friends’ influence parameter. Besides measuring influence of friends,
this metric could be used to improve suggestions from web sites by assigning additional
weight to items with a high value of normalized exposure or as an additional ingredient
in recommender systems acting on both user-user and user-item networks. The metric
could be further extended by taking into account the aging of exposure and thus assigning
higher weights to recent activity of friends.

In a similar spirit, we find that the raw contagion count is biased by user activity and
introduce a normalized contagion count by dividing with the expected contagion count in
the null model. Since we find a high correlation between user activity and user degree in
the social network, this normalization reduces the importance of influential highly con-
nected users. Indeed, we find that the highest normalized contagion count is achieved by
low or moderately active users who, due to the power-law distribution of user activity,
are in majority in the data and their actions determine the evolution of the system. The
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newly proposed metric focuses on the behavior of these users and measures the impact of
friends’ influence on their behavior.

Similarly to moderately active users, small degree items account for a significant part of
the data. Our third devised metric, spreading concentration, compares the user social net-
work with the subnetwork consisting of users who collected a given item and reaches high
values especially for niche items that spread locally among friends (i.e., the subnetworks
corresponding to them are dense). While here we focus only on the overall distribution of
spreading concentration, its values for individual items could be used, for example, to de-
tect ‘cult’ items that have a special status inside specific communities. The time evolution
of its value for individual items and its use in the identification of specific patterns early
in an item’s lifetime deserve further study in the future. A possible follow-up of the work
could be to compare or combine our locally-defined measures to global ones, inspired by
the recent studies on user influence [28] and multi-level networks [42].

We finally stress that our artificial model, although simple, reproduces several features
observed in the real Yelp data. We used the model to show that the newly defined met-
rics are sensitive to the proportion of links driven by social interactions, but the original
metrics fail in this respect. Given the level of agreement between the model and real data,
the model itself can be used in the future to further our understanding and measurements
of friends’ influence as well as to study related aspects such as the presence and impact
of influential users. In this work we have entirely neglected the time difference between
the co-collection behavior of users. It is well possible that this information can be used to

improve the measurement of friends’ influence among the users.
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