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we perform the first large-scale study on Twitter that examines behavioral changes
following identity disclosure on Twitter profiles. Combining social networks with
methods from natural language processing and quasi-experimental analyses, we
discover that after disclosing an identity on their profiles, users (1) tweet and retweet
more in a way that aligns with their respective identities, and (2) connect more with
users that disclose similar identities. We also examine whether disclosing the identity
increases the chance of being targeted for offensive comments and find that in fact
(3) the combined effect of disclosing identity via both tweets and profiles is
associated with a reduced number of offensive replies from others. Our findings
highlight that the decision to disclose one’s identity in online spaces can lead to
substantial changes in how they express themselves or forge connections, with a
lesser degree of negative consequences than anticipated.
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1 Introduction

The term “social identity” refers to an individual’s self-concept derived from perceived
membership in social groups, such as ethnicity, nationality, gender, and political lean-
ings [1]. In the current digital age, identities have become increasingly dynamic and com-
plex, shaped by interactions and expressions within the internet. Social media platforms,
in particular, have emerged as important grounds for identity display, where users can
shape and reveal their personas through text, images, and interactions. With online com-
munication becoming an important element of social dynamics, understanding online
identity construction and its impacts on social interaction is an important topic for un-
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Figure 1 Identity disclosure in Twitter profiles

derstanding our society. Twitter, with its diverse user base across the world, serves as an
ideal stage for observing these digital identity transformations.

Identity disclosure and management is an essential part of online behavior [2, 3], as
individuals navigate what aspects of themselves are salient to others. In more public plat-
forms like Twitter, individuals must learn how to present themselves based on the mix of
audiences they are exposed to [4—6]. People may explicitly express social identities in so-
cial media by including phrases related to the identity in profile descriptions, as shown in
Fig. 1. Profile descriptions, similar to posts, contain rich textual features associated with
the user’s social identity, which has been covered in several studies [7—12]. These pro-
files are not static: individuals add and remove identity markers from their bios to em-
phasize new or specific aspects of themselves, such as political affiliations [13] or gender
pronouns [14, 15]. While recent studies have shed light on the increasing importance of
studying profile descriptions for understanding the social identities displayed within these
bios [16—18], how a user changes when disclosing such identities remains unknown.

Decisions to disclose one’s identity in online spaces can have profound effects on one’s
user experience and subsequent interactions. Consider the case of Alex, a fictional yet
representative Twitter user, who one day updates their profile description to include their
profession and LGBTQ+ identity. This action not only affects how Alex is perceived by
their followers but may also influence the nature of the interactions they have on the plat-
form, potentially increasing their engagement with certain communities while reducing it
with others. Such real-life instances illustrate the potential of profile updates to act as piv-
otal moments of identity disclosure that can reshape online social landscapes. Prior studies
have drawn connections between the disclosure of identities—especially marginalized or
minority identities—and identity-based hate or cyberbullying, therefore hindering people
from fully expressing themselves and sometimes even forcing them to hide identities on-
line [19, 20]. However, the potential varied outcomes for identity disclosure are yet to be
quantified.

This study aims to bridge the gap in the literature by focusing on the changes in Twitter
user behavior following updates to their profile descriptions that disclose or emphasize
aspects of their social identities. We conduct a large-scale quasi-experimental study on
283,793 Twitter users who updated their profiles to disclose a particular social identity. We
observe that while overall tweet activity levels remain stable post-disclosure, their tweets
contain significantly higher volumes of identity-relevant language, which we further dis-
sect into topic and style properties. We demonstrate that this disclosure is also associated
with social network changes: users actively engage more with similar-identity individuals
following disclosure. Finally, we examine the number of offensive replies received from
others during pre- and post-disclosure periods, where we show that contrary to prior work
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on offline and online settings [21-23], disclosing social identities in profiles did not lead to
increased levels of received offensiveness. This holds even for identity categories known
to be prone to targeted offensiveness such as sexual and gender minorities. Overall, our
findings suggest that profile-based identity disclosure is an active process signaling future
behavior changes in the priorities of a user.

2 Literature review

Prior work has examined identity disclosure from the perspectives of language, networks,
and social interactions, particularly in online spaces. We build on existing theories and
findings to formulate hypotheses that examine whether disclosure of social identities leads
to changes in the behaviors of both the user themself and how they are perceived by others.

2.1 Social identities and language

Research in sociolinguistics has extensively focused on the relationship between language
and social identity [24—26]. Language serves not only as a medium of communication but
also as a tool for signaling social affiliations and identities. Individuals may adjust their
linguistic style to align more closely with the norms and expectations of the identity they
have chosen to present. This adaptation may include the use of specific terminologies,
slang, or stylistic elements that resonate with the disclosed identity [27, 28]. Likewise,
displaying identity through language can be seen as an intentional form of agency to meet
certain social goals such as gaining acceptance within a desired community, maintaining
solidarity among peers, or differentiating oneself from other groups [29].

A related behavior is impression management [30], which further explains how individu-
als strategically present themselves to be perceived in a desired manner. This management
helps achieve socially desirable goals such as maintaining reputation [31, 32]. Especially
for organizational accounts in online social networks such as Twitter or LinkedIn, strate-
gically revealing certain aspects of identities while concealing others is associated with
positive outcomes such as larger friend connections [33].

Through these perspectives, identity disclosure on platforms like Twitter can be under-
stood as part of a broader communicative practice, where users selectively employ lan-
guage to craft their personas to align with their social identities. Prior work has shown
that users with identity signals in their profiles are more likely to share content that aligns
with their presented identity [17]. We further examine this finding by hypothesizing that,
even for the same user, adding one’s identity further promotes this sharing behavior. Our
first hypothesis examines the relationship between identity disclosed through language
and profile updates. We hypothesize that the modification of one’s profile to disclose a
particular social identity will motivate the user to tune their linguistic style to accommo-
date their presented identity.

H1 Disclosure of social identity on a Twitter profile will lead to posting more identity-
aligned tweets compared to a reference group.

2.2 Networked effects of identity disclosure

Several theories from social psychology offer insights into the motivations and processes
underlying identity disclosure on social media. The social identity theory [1] suggests that
individuals find part of themselves from their membership in social groups, influencing
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their attitudes and behaviors toward group members and outsiders. Similarly, the self-
categorization theory [34] proposes that individuals identify with certain groups under
specific contexts, which leads to a sense of belonging and conformity to group norms.
Both theories suggest that individuals categorize themselves and others into social groups
based on shared characteristics, which can guide behavior and social interactions. Such
connections can lead to desirable outcomes including increased social support or access
to information [35, 36]. Finally, the collective identity theory [37] emphasizes the forma-
tion of group identities, suggesting a framework for understanding increased connections
among users sharing similar social identities. All of these theories point towards the act
of identity disclosure being not merely a personal choice but a socially influenced conse-
quence that shapes and is shaped by the interactions within online communities.

In the context of online social networks, we expect similar motivations for forming and
maintaining social groups. We thus expect that the disclosure of social identity in one’s
profile reflects a desire to connect with like-minded others, which results in an increased

effort to forge connections with people of the same identity.

H2  Disclosure of social identity on a Twitter profile will directly lead to establishing more
network connections with users of the same identity compared to a reference group.

2.3 Consequences of identity disclosure

Public responses to identity disclosure on social media are varied and can lead to both
positive support and negative backlash. Several studies have studied the effects of harmful
and offensive messages targeted to minority groups or marginalized identities, including
but not limited to gender [19, 38], ethnicity [39, 40], and religious beliefs [41]. Concerns of
being exposed to such offensiveness can hurt not only a user’s willingness to disclose them-
selves on online platforms but even to be active on the platform at all. This phenomenon
is further exacerbated by online social networks providing anonymity and distance, en-
abling individuals to express prejudiced or hostile views without any social repercussions.
The impact of such negativity not only affects individual users but can also influence the
social dynamics within online communities, potentially reducing the overall level of open
engagement and authentic self-expression.

Theoretical frameworks such as the spiral of silence theory [42] and online disinhibi-
tion effect [43] also offer insights into understanding the mechanisms behind negative
responses towards certain social identities. The spiral of silence theory posits that indi-
viduals are less likely to express their opinions if they perceive them to be in the minority,
for fear of isolation or backlash [44, 45]. This theory can be applied to understand how
negative responses to identity disclosure on social media may silence other users with
similar identities, especially when posts can be easily searched and can remain on the
platform [46]. Meanwhile, the online disinhibition effect suggests that the anonymity and
invisibility provided by online environments can lead to a reduction in social restrictions
and norms governing behavior, resulting in more aggressive or hostile interactions [47, 48].
Together, these theories illuminate the challenges posed by negative responses to identity
disclosure, highlighting the need for interventions and support mechanisms to foster more
inclusive and respectful online communities.

Given these backgrounds, as our final hypothesis, we examine whether disclosure of
one’s identity truly leads to increased hostility directed at the user. Specifically, we measure



Choi et al. EPJ Data Science (2024) 13:45

Collect profile Get identity signal H Users with one IDENTITYADDED  } [RQ1] Increase in

— . identity-specific
history of users for each profile profile update CONTROL lan}glguggc
1 : NOTADDED
Users with no H * )
q iti : . A R Increase in
]Eabel ldte e of ML i Obtain covariates gan?e—]identity ties
LEOUSIDEeTams ALWAYSPOSITIVE : « # of friends, followers, posts
ALWAYSNEGAITIVE « # of tweets & retweets in past month
: « Identity score of previous profile X
Construct regex for Train identity H * Number of identity-specific tweets H [RQ3] _Incrcasc_: n
each identity : classifiers : & retweets in past month H offensive replies
Identifying users w/ % Create identity Propensity score i Examine outcome
identity signals classifiers matching variables

Figure 2 Schematic diagram of data collection, identity classifiers, propensity score matching, and analyses
on research questions. ALWAYSPOSITIVE, ALWAYSNEGATIVE, IDENTITYADDED, NOTADDED and CONTROL represent
sets of users with specific profile and identity statuses

if a user becomes a target of offensive content following the addition of their identity on
the profile.

H3 Disclosure of social identity on a Twitter profile will result in receiving more offensive
replies compared to a reference group.

3 Data collection

Here, we describe our pipeline for collecting a dataset of Twitter users disclosing social
identities on their profiles. An overview of the data collection and processing is shown in
Fig. 2.

3.1 Identifying Twitter profile changes

We first identify a set of users who have added signals of their social identity to their Twit-
ter profiles. This information is unobtainable using just the Twitter API as it only returns a
user’s profile information at the time of the API call and does not provide a chronological
timeline of profile changes. We instead use the Twitter Decahose dataset which contains
a 10% sample of the entire Twitter activities for over 12 months. We identify all activities
of every user between April 2020 and April 2021. Each tweet or retweet object includes
various metadata, one of which is the user’s profile description at the time of the tweet.
We collect all instances of user profiles for our Twitter users and sort them in chronolog-
ical order, enabling us to identify when a user changed their profile. We remove verified
accounts and users whose language is set to a language other than English, resulting in
15,215,776 users and 73,048,466 unique profiles.

3.2 Categorizing social identities

Deciding what counts as a social identity can be challenging. Here, we start from an ini-
tial set of social categories based on two relevant studies. [8] categorize social identities
into five groups based on the findings of [49]: personal relationships, vocations/avoca-
tions, political affiliations, ethnic/religious groups, and stigmatized groups. Meanwhile,
[17] constructed identity categories based on [27]: age, ethnicity/nationality, fandoms,
gender, interests, location, personality type, pronouns, relationship status, sexual orien-
tation, and zodiac. Using this list of categories as a starting point, one of the authors man-
ually inspected a list of frequent n-grams (n = [2,3]) extracted from the profiles of all users
included in this study. We used scikit-1learn to extract the top 30,000 n-grams, and
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further filtered only the top 3365 n-grams which appeared in the profiles of at least 1%

of the users in our dataset. During the inspection, each n-gram was shown five random

tweets containing the n-gram to verify whether it belonged to an identity category. Each n-

gram was manually inspected and assigned to a category when applicable. Supplementary

Table 1 (see Additional file 1) contains examples of five n-grams with their correspond-

ing tweets and categories assigned. Furthermore, the n-grams within each category were

additionally grouped into subcategory levels. For instance, the gender category consists of

three subcategories: men, women, and nonbinary. A total of 221 n-grams were assigned

to a category and subcategory. A list of the categories and subcategories can be found in
Table 1.

Descriptions of the final categories are as follows:

3

Age This category contains the disclosed age of the user. We grouped age into five bins
to represent teenagers (13-17), college students (18-24), young adults at early stages of
their careers (24-35), adults at the age of parenthood and advanced careers (35-49),
and senior adults (50+). We acknowledge different categorizations of age could be
used in this study, such as that of [10].

Education We constructed a single-identity category Education to collect instances of
students disclosing their education status, such as degree name, current university, or
school year.

Ethnicity This category contains the self-declared ethnicity of the user. We included
words or phrases describing the user’s ethnicity as well as nationality flag emojis
which can be used to describe one’s nationality. Our subcategories are limited to
countries where there was at least one corresponding n-gram.

Gender pronouns Following the work of [15], we use three subcategories of gender
pronouns: men, women, and nonbinary.

Occupation Occupation categories were obtained from the International Standard
Classifications of Occupations (ISCO-08) list, where we selected all sub-major group
categories that corresponded to any of the top n-grams we examined.

Political This category corresponds to the disclosed political leaning of the user.
Along with subcategories for conservative and liberal, we include another category
related to activism, which in this case corresponds to phrases related to the Black
Lives Matter movement.

Relationship Based on the frequent n-grams, we identify three types of family
relationship types mentioned in profiles: partner, parent, and sibling.

Religion We identify n-grams containing religious terms, and create subcategories for
each different religion that was mentioned. For Christianity and Catholism we
discover that it is difficult to split out the two and thus combine them into a single
category. Finally, n-grams genuinely mentioning ‘God’ are mapped to the General
subcategory

Sexuality We identified n-grams corresponding to LGBTQ+ identities and mapped
them into a single subcategory. We remove phrases that signal only indirect
membership (e.g. LGBT-ally)

Personal We define a category for two additional types of self-disclosure. One is the
disclosure of additional social media accounts, and the other is that of stigmatized

identities such as joblessness, health issues, and trauma.
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Table 1 Count of users who added social identities to their Twitter profiles once in our observation

period for each subcategory-level identity

Category Subcategory # users
Age 13-17 871
18-24 8872
25-34 2449
35-49 381
50+ 164
Education Student 23,201
Ethnicity African 575
American 5397
British 1487
Canadian 2050
German 636
Indian 3045
Irish 1023
Japanese 349
Korean 259
Mexican 1686
Gender pronouns Men 19,115
Women 36,708
Non-binary 4070
Occupation Administrative 160
Art 28,746
Business 3284
Community 635
Computer 3031
Education 6556
Engineering 4765
Healthcare 4109
Legal 1117
Management 13,646
Science 2645
Personal Social Media 39,310
Sensitive 1797
Political Conservative 2059
Liberal 2347
Activism 22,203
Relationship Partner 6966
Parent 12,233
Sibling 968
Religion Catholic / Christian 5954
Islam 1255
Hinduism 544
Atheism 387
General 3029
Sexuality LGBTQ+ 3772
Total 283,793

This process results in a total of ten categories and 44 subcategories of identities (Ta-

ble 1).

After categorizing n-grams into identity categories and subcategories, we follow the ap-

proach from prior work [17, 18] and construct regular expressions for each category and

subcategory based on the n-grams to improve precision. For example, when constructing

regular expressions for age, we ensure that the corresponding phrases include identifiers

such as ‘years old’ or ‘y/0’

Page 7 of 24
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Next, we identify a set of users who have changed their profiles to disclose their social
identity. We run our regular expressions on every unique profile to determine whether a
profile is associated with a particular identity. We assign multiple labels if a user’s profile
is associated with multiple identity categories (e.g. “18yo | he/him | father of two won-
derful children”), but leave out profiles that our method labels as belonging to multiple
subcategories within the same category when they are meant to be mutually exclusive
(e.g. age - “18yo | 30y/0’, political affiliation - “devout democrat | conservative”). Based
on the mapped identities per profile, we can identify all users who satisfy the following
two conditions: (1) each user has made only one change in their profile during the 1 year
observation period, and (2) the only change is the addition of a new social identity—i.e.,
the phrase indicating identity should only exist in the changed profile and not the previ-
ous version. This filtering results in a set of 283,793 users who added a single new social
identity through Twitter profiles, which we refer to as IDENTITYADDED. Table 1 contains
subcategory-level counts.

We validate the quality of our pipeline for capturing instances of identity disclosure
through an annotation task. For each subcategory, three annotators are provided twenty
samples which each consist of two subsequent profiles, one pre- and one post-change. The
twenty samples include ten positive samples from IDENTITYADDED as well as ten nega-
tive samples, which vary from (1) no disclosure in either, (2) disclosure in both, and (3)
disclosure only in pre-change. The resulting Krippendorft’s o was 0.74, indicating a high
level of agreement that the changes detected by our approach do constitute meaningful
self-disclosure of identity. We then evaluate our pipeline by evaluating it on the majority
vote from the annotations, from which we saw that 41/44 identities achieved an F1 score
higher than 0.5 (Supplementary Tables 3 and 4). We therefore removed the three identities

with low performance: education:student, ethnicity:korean, and occupation:art.

4 Methods
Here we describe the methodological details of how the experiments were conducted.

4.1 Inferring identity-specific language in Twitter

Our analyses require models to quantify language that aligns with a particular social iden-
tity. We aim to achieve this by formulating classification tasks to distinguish the language
patterns between two groups of users depending on their identity disclosure status. Based
on existing findings that posts and profile descriptions in online platforms are reflective
of one’s social identity [e.g., 8, 50], we assume that if a user has disclosed a social identity
on their profile description for a sufficiently long time, then the text created by the user
contains topical and stylistic features indicative of the disclosed identity.

4.1.1 Experiment setting

We define ALwAYSPOSITIVE users as those who (1) did not make any changes to their pro-
files during our observation period, and (2) contained phrases of a specific identity type in
their profile. Similarly, we define ALWAYSNEGATIVE users as those who (1) did not make
any changes, and (2) did not include any identity-specific phrases in their profile (refer to
Fig. 2). Here we assume that the tweets posted by a user with an identity-specific phrase
in their profile are more likely to align with the listed identity, and so use the labels of the
user as proxies for the tweets. However, it would be unrealistic to assume that all tweets
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contain such alignment. Therefore, for each user, we assign positive/negative labels at cor-
pus level instead of the individual tweet-level, where each sample consists of a corpus of
five randomly sampled tweets posted by a user. We remove tweets entirely consisting of
URLs, and replace URLs within tweets with a URL token. To distinguish the different texts,
a </ s> separation token is inserted between each tweet.

For each identity subcategory, we sample up to 50K positive and 50K negative users,
which we split into train/test/validation sets on an 8:1:1 ratio with balanced positive/neg-
ative samples. For identity classes with insufficient positive samples, we allow each user to
be represented in up to ten different samples provided they have enough unique tweets.
We allow for upsampling on identities with small sample sizes on the training set. We
finetune each identity separately using a RoOBERTa model [51] pretrained on a Twitter
corpus [52] provided via the Hugging Face API. The training is done on Pytorch 1.13 and
Pytorch Lightning 1.8.6 on an NVidia A5000 machine. We use a learning rate of 1e-6 after
100 initial warmup steps followed by linear decay and run for a maximum of 10 epochs
where we stop if the validation performance measured in AUC does not increase after two
consecutive epochs.

4.1.2 Model performances

We evaluate the performances of all models using two metrics: AUC and F1 score. AUC
scores are generally high, with all models exceeding a performance of 0.7 (Supplementary
Fig. 1). This indicates that the models are doing a good job at assigning higher scores to
tweets that contain more signals of identity and vice versa. F1 scores are lower in gen-
eral, with a few identities such as age:35-49 and occupation:administrative performing
worse than random (Supplementary Fig. 2). The results from these two figures combined
together indicate that while the model sometimes struggles predicting the correct label
(positive/negative) for some identities, overall it does a decent job in producing continu-
ous scores which we can use for measuring strong and weak associations of certain iden-
tities from texts. Therefore, we proceed with using all of the classifiers for subsequent

experiments.

4.2 Cross-identity similarities in language

We compare the pairwise similarities between the identity-specific languages across dif-
ferent identities. We first sample a large corpus of one million random tweets from the
history of tweets by ALWAYSNEGATIVE users, so that we avoid biasing our tweets towards
any particular identity. Next, we obtain the identity scores for each identity by running ev-
ery classifier on the same corpus. We compute Spearman rank pairwise similarity between
all identity pairs. Supplementary Fig. 3 contains the pairwise scores for all pairs. We can
observe stronger similarity scores for within-category comparisons. This suggests that the
language of users who disclose identity have some level of similarity regardless of identity

type.

4.3 Estimating effects of identity disclosure

Throughout this study we aim to identify the impact of identity disclosure on interac-
tion behaviors of Twitter users. As we only use observational data from the past history
of users, we cannot measure the “true” causal effect which requires counterfactual infor-
mation from the treated users had they not disclosed their identities. To address this, we
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adopted a methodology commonly utilized in observational studies to estimate causal ef-
fects. This involves selecting a comparable control group through propensity score match-
ing. Subsequently, a propensity score analysis is conducted to quantify the differential im-
pacts between the treatment and control groups. The following section elaborates on this
methodology in greater detail.

4.3.1 Propensity score matching

The decision to disclose one’s identity through profiles is associated with several behav-
ioral characteristics which may not be prevalent in every Twitter user. Simply comparing
the activity levels between a random sample of users who did not disclose their identi-
ties will not take into account such properties, leading to the inclusion of confounding
factors. A meaningful measurement can be made by comparing against a control group
that displays similar behaviors and demographic properties but does not disclose social
identities through profile updates. We adopt propensity score matching (PSM), a quasi-
experimental method widely adopted in observational studies involving observational so-
cial media data [53-55].

Selecting covariates The goal of PSM is to specify a subset of control samples which
have properties similar to those of the treated samples, in this case the Twitter users who
disclosed their identities. This is achieved by specifying a number of covariates which are
relevant to the outcome variables, then ensuring that the covariates are balanced between
the treated and control samples. We curate a list of covariates obtainable from Twitter data
which we believe to be related to Twitter activity levels, which are the outcome variables
of interest in this study.

o Number of connections: A higher number of connections indicates a wider audience
and potentially a more diverse set of social interactions. Users with a larger follower
base might feel more compelled to disclose their identity to establish a stronger, more
authentic connection with their audience, or to leverage their social influence within
certain communities. We include two types of network connections: the number of
users one follows (friends_count) and is followed by (followers_count).

« Past activity levels: The frequency of a user’s tweets or retweets is indicative of their
level of activity and engagement on Twitter. Active users, who frequently post or
retweet, are likely to have a more established presence and potentially a more defined
online persona. This level of engagement suggests a user’s comfort with, and
commitment to, the platform, which may correlate with their willingness to disclose
personal or social identities as part of their online narrative. To this extent, we include
a user’s total number of Twitter posts (statuses_count) as well as the number of days
the account has been active. We also identify the number of tweets and retweets made
by every user in one month before the date of the profile update, and include these
count values as covariates.

« Previous profile identity score: A user’s current profile can contain information
indicative of the identity they plan to add during a profile update, such as keywords of
interest. Along with total tweet activities, we also ensure that the level of identity
disclosed by treated and control users remains at similar levels. To achieve this, we
measure the level of identity disclosure from the profiles of each user before it was
updated using a binary classifier to measure identity alignment from Twitter language,
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and include the probability score as a covariate. Details of the classifiers can be found

later in the Methods section.

Selecting control users To accurately measure the effect of identity disclosure through
profile update, one confounder that should be especially controlled for is the effect of sim-
ply updating a profile, regardless of whether an identity is disclosed, which leads to speci-
fying a condition for the potential control users. Apart from the IDENTITYADDED users we
also identify 849,901 users who (1) made one profile update during the 1-year observation
period but (2) did not include any phrases of social identity in their profiles before or af-
ter the update, which we refer to as NOTADDED users. For each user in IDENTITYADDED
and NOoTADDED, we identify the following covariates obtained at the date of the profile
change: number of days since account creation, number of friends, number of followers,
number of total posts, number of tweets and retweets posted during one month before
the time of profile update. For each separate identity within the subcategory level, we use
all covariates to train a logistic regression model using scikit-1learn, which we use for
assigning propensity scores to each sample. We stratify the scores into N strata where N
equals the root number of positive samples. We use the Fisher Jenks natural break algo-
rithm [56] to obtain the strata bins, which we use for binning both IDENTITYADDED and
NoTADDED users according to propensity scores. Within each strata, we assign matched
pairs for each IDENTITYADDED user from the pool of NOTADDED users with the follow-
ing steps. We first limit to NOTADDED users who changed their profiles in the same week
as the IDENTITYADDED user. Next, we computed the Euclidean distance between the z-
score normalized covariates to select up to 5 users with the shortest distance to the IDEN-
TITYADDED user.

As a result of the matching process, we are left with 283,566 treated users and 1,228,945
matched users. We refer to the resulting matched set as CONTROL users. Supplementary
Figs. 4, 5, and 6 show that the distribution containing the standardized mean difference
(SMD) of every covariate reduces sharply after matching, demonstrating the diminished
effect caused by confounding covariates.

Along with the default logistic regression setting, we also test two variants. One is an
extension of the logistic regression setting where the positive class is upsampled to match
the size of the negative class. In another setting, we train a gradient tree boosting classifier
instead of the logistic regression to produce propensity scores. We compare the methods
across two metrics: AUC and SMD. Supplementary Table 2 compares the performance of
each setting with the outcome scores averaged across all identities. When comparing the
AUC of each setting, we notice that a balanced logistic regression outperforms the un-
balanced logistic regression setting and is slightly inferior to gradient boosting. However,
when we observe SMD, we see that both logistic regression settings produce smaller val-
ues compared to gradient boosting. We conclude that the performances of all settings are
similar and choose to use the propensity scores from the logistic regression with class
balance, which ensures both decent AUC and SMD scores. We also conduct ablation
studies on variations of propensity scores where each type of covariate is excluded, and
find that all covariates contribute to increased performance of the AUC of the propensity

matches (Supplementary Fig. 7).
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4.3.2 Estimating treatment effects

Our resulting control group resembles the covariate distribution of the treated users. Us-
ing this setting, we can estimate the effect of profile disclosure on outcome variables such
as tweet activity by comparing the levels of pre-post treatment gains between both groups.
We can formulate this as a linear equation which can be fitted into a regression setting.
Since our outcome of interest takes the form of count variables (e.g. tweet counts, num-
ber of connections), we can formulate this as a negative binomial regression task [57, 58].
Accordingly, we use the following equation:

log(yic) = Bo + B1Xi + Po(T = 1) + B3(t > tr) + Ba(T = 1)(¢ > tr)

where y;, is the outcome variable at time ¢ for user i, T = 1 is a binary assignment status
to treatment group, and ¢ >= tr is whether time ¢ is beyond treatment period. X; is the
time-invariant covariates of i, which consist of the number of friends, followers, and total
posts. All experiments are modeled as a negative binomial regression using generalized
estimating equations (GEE) in statsmodels. Because our hypothesis testing is done
on multiple identities, we apply the Bonferroni-Holm correction [59] to account for false
positives when reporting significance test results from the regressions.

5 How does identity disclosure affect language?

To understand behavioral changes following identity disclosure, we first study whether
users change their language following profile updates to include a social identity. We ex-
amine H1 by measuring changes in the level of identity-relevant content users produce
and engage with following identity disclosure.

5.1 Experiment setting

We use the scores from the classifiers trained on identity-specific tweets to measure lev-
els of identity-revealing information from both the content that users post (tweets) and
engage with through sharing (retweets). Using the identity classifiers, we obtain scores for
every tweet and retweet generated by each IDENTITYADDED and CONTROL user between
one month before and after the profile update. We then count the number of tweets with
an inferred identity score higher than 0.5 and aggregate them into two periods, before and
after the profile update. We consider these as the total number of identity-relevant tweets
the user tweeted or retweeted before or after treatment. We also count the number of total
tweets regardless of identity score, which captures overall activity levels. We run separate
regressions with the number of total tweets/retweets and identity-specific tweets/retweets
as outcome variables, and include the number of total activities as a control variable when
modeling identity-specific activities.

5.2 Results

Figure 3 shows the effects of adding profiles on four different types of tweet activity counts:
the number of total tweets (Fig. 3(a)) and retweets (Fig. 3(b)) versus identity-aligning
tweets (Fig. 3(c)) and retweets (Fig. 3(d)). We can first observe that, contrary to prior
work [35], the additional disclosure of social identity via profiles does not lead to greater
overall activity levels compared to profile updates without such disclosure (Figs. 3(a) and
3(b)). In fact, we observe the opposite for several types of identities, most notably drops
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of both tweet and retweet levels in binary gender pronouns and student status. The only
statistically significant increases we observe arise from disclosing political statuses.

On the other hand, we observe statistically significant increases in the number of tweets
posted and retweeted that contain identity-specific language, across almost every cate-
gory (Figs. 3(c) and 3(d)). Though there exists variance among categories, in general, we
observe that identity-specific tweets increased by around 20-40% and identity-specific
retweets increased by around 10-30%, indicating that though the content volume does
not change, the percent of identity-related content within that volume increases substan-
tially. Further comparisons within identity categories reveal interesting findings. For in-
stance, we observe that for both tweets and retweets, the increase following identity dis-
closure of men is lower than that of women and nonbinary genders. One possible reason is
women and nonbinary gender users may undergo harder decisions to disclose their iden-
tity, which results in a greater change in their behavior following disclosure. Similarly, our
results on ethnicity disclosures show larger identity-specific activities for African identi-
ties compared to the American identity, suggesting the level of language change may differ
by identity type. In conclusion, we confirm that H1 is valid in that Twitter users produced

more tweets and retweets aligned to their identities after the profile update.
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5.3 Identity-specific language: topic or style?

To further understand which aspects of language change following identity disclosure, we
compare the tweets through two components of language: topic and style. We examine
whether having a IDENTITYADDED user disclose their identity results in their language
becoming more similar to that of a ALWAYSPOSITIVE user regarding each component.

To measure topic distributions, for each identity we run zero-shot contextualized topic
models [60, 61] on the tweets of ALwAYSPOSITIVE users with 50 topics for 20 epochs, then
obtain a 50-dimensional distribution which represents their topics D1 ,. We then infer the
topic distributions of the pre- and post-treatment tweets from IDENTITYADDED as D;,e
and DZosw which we use to measure the Jensen-Shannon distances of each distribution to
DT ,. For style, we select five style variables from [62] as well as classifier models from the
Hugging Face API trained on public datasets: offensiveness [52], formality [63, 64], sar-
casm [65], toxicity [66, 67], and positive sentiment [68]. For each identity, we computed
the binary style scores for every tweet of the ALWAYSPOSITIVE users to obtaina N x 5
dimension matrix of style scores with N as the number of tweets. We fitted PCA on the
matrix to obtain the projection of its principal component, D7, ,, which we use to repre-
sent the stylistic distribution of ALwAYSPOSITIVE users. Likewise, we obtained the same
matrices for tweets from pre- and post-treatment periods of IDENTITYADDED users, and
transformed these matrices into a single dimension using the principal component from
fitted PCA of ALwWAYSPOSITIVE, resulting in Df,re and D;m. We then used Cohen’s d [69]
to compute the difference between each of the style distributions to DS ,.

Figure 4 shows the changes in the distance between the language of users who change
towards disclosing their identity to those who always have had the identity visible. A re-
duced difference score from ‘pre’ to ‘post’ indicates that after disclosing one’s identity, the
language one adopts became more similar to the group that always displayed such iden-
tity. For topic differences, we do observe a slight increase in topic difference after identity
disclosure for some categories such as sexuality, religion, or political ideology. A possible
explanation is that users may choose to explore a wider range of new topics after dis-
closure. However, this increase in difference is rather small (less than 10%) and does not
hold uniformly for other categories, where the change is minimal. On the other hand, we
observe a consistent trend of reduced difference in style after identity disclosure for all
identity categories, with the exception of age. For some categories such as sexuality, rela-
tionship or occupation, we observe up to a 30% decrease in style difference after identity
disclosure. We believe these results hint at some degree of stylistic matching after identity
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disclosure, indicating intentional adjustment of how one depicts their language to align

with the identity they choose to disclose.

6 Does identity disclosure in profiles lead to network rewiring towards
same-identity connections?

In our next analysis, we investigate whether the addition of identities leads to bridging
more connections with like-minded others. To do so, we collect the ego networks of every
IDENTITYADDED and CONTROL user where an edge between two users u and v is defined
when u replies to or retweets a tweet posted by v. We divide a user’s network activities by
pre- and post-treatment where we look at a timespan of 12 weeks. We use the same set of
regular expressions from the profiles of all users included in the networks and extract any
social identities from their profiles during the 12-week period. The subset of connected
users who have adopted the same identity as the ego user at any point will be considered
same-identity nodes. Thus, in our subsequent analysis, the outcome variable is the number

of same-identity nodes before and after the identity disclosure.

6.1 Results

Figure 5 displays the treatment effect on the out- and in in-degree of the network when
restricted to users of the same identity. We can observe that across most categories, the
out-degree of same-identity neighbors significantly increases after identity disclosure in
profiles (Fig. 5(a)). This indicates that the users who choose to disclose their identities also
choose to connect to more people that share the same identity.

We next look at the in-degree level changes, which is a stronger indicator of how the
addition of identity is viewed by others (Fig. 5(b)). We observe that the in-degree of same-
identity groups is less likely to increase compared to the out-degree, which indicates that
inbound connections are less likely to be made compared to outbound connections, as the
former requires others to actually be motivated to establish new connections with the user
who has made a profile change. Therefore, we confirm that H2 holds in that a user’s inward
and outward connections with same-identity neighbors increase after identity disclosure.

Additional results highlight identity-specific changes. Supplementary Fig. 8 contains the
effect sizes of the total out- and in-degree network sizes following disclosure, revealing
that the overall network size only increases for political identities. These results support
our claim that users choose to strategically rewire their connections more towards those of
the same identity while keeping overall network sizes stable instead of merely being more
open in general. Supplementary Fig. 9 shows changes in connection levels towards differ-
ent identities in the same category. We find that gender pronouns are the only category
to increase in both in-degree and out-degree for all identities, which is in line with exist-
ing work that showed tie clustering among such pronouns [14]. Last of all, we compare
changes in cross-partisan connections for conservative and liberal users, where we ob-
serve significant increases of outbound connections from those who disclose their liberal

identity to conservative users, but not the other way round (Supplementary Fig. 10).

7 Does identity disclosure lead to receiving more offensive content?
Finally, we test H3, our hypothesis on possible negative consequences of disclosing one’s

identity, namely whether identity disclosure leads to increased targeted offensive content.
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Figure 5 Effect sizes of identity disclosure on out- and in-degree network sizes. Users reach out to those of
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others in return (in-degree)

7.1 Experiment setting

For each IDENTITYADDED and CONTROL user, we use the 10% sample dataset to collect a
history of the tweets posted by the user during one month before and after the time of their
profile update, as well as all replies received from other users during this period. Next, we
use a publicly available classifier for detecting offensiveness from Hugging Face [52]' to
obtain offensiveness scores of both the tweets posted and the replies from others. We then

formulate an equation to model the expected number of offensive replies

log(yie) = Bo + B1Xi + Po(T = 1) + B3(t > tr) + Ba(T = 1)(£ > tr) + log(Bsn;a)

+log(Bsn;g)(T = 1)(t > tr).

https://huggingface.co/cardiffnlp/twitter-roberta-base-offensive.
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Figure 6 Effect size of identity disclosure on the number of offensive replies received. (left) identity addition
to profile, (middle) number of identity-specific tweets per week, (right) interaction effect of identity disclosure
through profile and number of identity-specific tweets per week

The added term log(Bsn;;) indicates the log-normalized number of identity-specific
tweets posted by the user and log(Bsns)(T = 1)(¢ > tr) is the interaction effect between
identity disclosure via profile and identity-specific tweets.

7.2 Results

Figure 6(a) (B4) first shows that identity disclosure through profiles increases offensiveness
for only a handful of categories - ethnicity:American, gender:men, personal:socialmedia,
and political:activism. However, when we observe changes in offensiveness levels caused
by increased identity of tweets (Fig. 6(b) (85)), we can see that significant effects can be
seen from several categories. Interestingly, the disclosure of identity through tweets leads
to reduced levels of offensiveness from others for the three studied gender types, as well
as for occupations and religion types. Meanwhile, we observe increased levels of offensive
replies from all three types within the political category, hinting that this may be due to
heated political conversations that often correlate with offensiveness. Lastly, the interac-
tion effect of identity disclosure via both tweet and profile (Fig. 6(c)) (86) suggests that the
combined effect from disclosure through both channels reduces levels of offensiveness for
every category where increased identity disclosure through tweets was associated with in-
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creased offensiveness. One potential explanation is that disclosing identity through both
profile and tweet could create a sense of consistency, which helps reduce levels of hostility
towards that identity group. Therefore, we conclude that H3 does not hold, and in most
cases the disclosure of identity through both profile and tweet language can even reduce

the amount of offensive content.

8 Discussion

8.1 Changes in user behavior following identity disclosure

While general activity levels on Twitter remained largely unchanged across most cate-
gories following identity disclosure—apart from political identities—we observed a clear
preference for users to tailor their posts to better reflect their identities. By further com-
paring the changes from two language features (topic and style) we discover that language
adjustment mainly comes from stylistic accommodation towards the language of the tar-
geted identity group. These findings resonate with the role of language in identity forma-
tion and signaling [24, 25], hinting that this alignment may stem from increased needs
to connect to specific identity groups. Indeed, our subsequent findings on network con-
nection volume show that while the overall size of users’ networks did not expand, their
connections significantly shifted toward individuals sharing the same identity. These ob-
servations highlight a deliberate change of user behavior where individuals not only adjust
their linguistic and content choices but also strategically curate their social connections
to interact with the identity they choose to publicize [17, 37]. Also, we observe an increase
in identity-related retweets, which indicates that the disclosed users selectively increased
engagement with posts that align with their identities, further disseminating them across
their follower networks through retweeting. These behaviors align with the principles of
self-categorization theory, which posits that individuals categorize themselves into groups
to fulfill their need for social identity, and impression management theory, which suggests
that individuals strategically present themselves in ways favorable to their desired group
affiliations. Together, these findings highlight a comprehensive strategy by users to signal
their identities in online spaces, involving not just the language they adopt and the content

they interact with but also the social connections they cultivate.

8.2 Community reactions to disclosures of social identities

We also observe that as a user makes changes in how they engage on Twitter following
identity disclosure, the surrounding community also responds, albeit to a much smaller
extent. Regarding network connectivity of same-identity networks, an increase in-degree
is significant for only a subset of categories which experienced an increase in outward
connections. There may be various reasons behind the lesser degree of inward attention.
One may be that some users may not have noticed the identity disclosure in the profile,
a point we later address in the Limitations section. Another may be the inherent dynam-
ics of social media interaction, where outward engagement efforts are more visible and
immediate than the gradual accumulation of inward connections, reflecting how online
communities form and evolve around shared identities. Nevertheless, we see these pat-
terns as indicative of the complex interplay between individual identity expression and
community recognition, where the act of disclosing one’s identity leads to reconfiguring

social ties, albeit with varying degrees of reciprocity and visibility within the community.
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This highlights the importance of visibility and engagement in fostering community con-
nections, suggesting that identity disclosure is a proactive, not just reactive, component
of community integration and social support within online spaces.

Interestingly, our analysis on levels of offensive incoming tweets after identity disclosure
reveals a complicated picture of identity-targeted offensiveness in online spaces. While
existing literature reveal that disclosing one’s identity in social media lead to increased
hostility and personalized attacks, especially on gender or ethnicity [19, 39], our findings
suggest a different narrative. Neither identity disclosure through profile updates nor in-
creased usage of identity-aligned language were associated with increased levels of of-
fensive comments. This observation suggests a cautiously optimistic perspective for indi-
viduals debating on disclosing their identities online. These findings, while preliminary,
suggest hope on the resilience of online communities and the evolving norms of online
social interactions, proposing further exploration in diverse contexts to fully understand

the implications of these dynamics.

8.3 Different behaviors of identity disclosure by identity type

So far our analysis has applied a general framework to understanding identity disclosure
across different categories. However, these identities have unique characteristics, espe-
cially with political identities standing out significantly. Notably, political identities were
the sole category to show an increase in both tweet activity and network connections ir-
respective of the specific identity disclosed. The increase of political identity-aligned lan-
guage usage was also associated with an increased volume of offensive replies. This obser-
vation aligns with prior research highlighting the dynamics of politically active users on
Twitter who make their affiliations public [13]. Users who disclose their political leanings
tend to be more active and establish networks characterized by strong homophily [70, 71].
Revealing one’s political identity on their profile appears to act as a declaration of deeper
engagement in political discourse and activities. Such findings underscore the distinct na-
ture of political identity in the context of online social networks and have profound im-
plications for understanding the mechanisms of political mobilization and the shaping of

public opinion online.

9 Limitations and future directions
In this section, we address a number of limitations encountered during our study and

propose avenues for future research that could address these points.

9.1 Generalization of findings across social media platforms

Our study primarily focused on the textual information obtained via profiles on Twitter
to understand identity disclosure and its consequences. While insightful, this approach
does not include the rich context that images or multimedia content might offer, espe-
cially given their role in capturing one’s identity on social media. We argue that this was
a methodological decision which was due to (1) profile descriptions being an effective
method for capturing the disclosure of various types of identities which range from de-
mographic attributes (e.g. age, gender, ethnicity) to societal constructs (e.g. occupation,
political affiliation) and (2) access to historical changes in the profile text itself, which of-

ten not possible for a user’s profile images. Nevertheless, the reliance on text leaves further
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room for understanding how visual elements contribute to identity signaling and interac-
tion dynamics. Future work could extend this research by analyzing changes in profile
images, which could highlight different dimensions of identity disclosure.

The focus on Twitter may also raise questions about the generalizability of our findings
to other social media platforms, each with its own user dynamics and possible purposes
for identity disclosure. For instance, network-based platforms like Twitter or Facebook,
which emphasize personal connections, may exhibit different patterns of identity disclo-
sure compared to community-driven platforms like Reddit or StackExchange, where the
focus is on sharing knowledge and experiences. Investigating these platform-specific dy-
namics could enrich our understanding of online identity management, potentially reveal-
ing platform-specific strategies for self-presentation and community engagement [72].

9.2 Focus on English-centric users

Our analysis was limited to English-speaking users, predominantly from countries with
Western cultures. This limitation raises questions about the applicability of our find-
ings to non-English-speaking contexts or cultures with different social norms and online
behaviors. Cross-cultural studies in social media use have highlighted significant differ-
ences between individualistic and collectivist cultures, particularly in aspects such as self-
disclosure, privacy concerns, and community engagement [73, 74]. Future research could
adopt a multilingual approach to explore how identity disclosure varies across cultures,
offering insights into global patterns of how social identities are accepted online and the
role of language and culture in shaping these processes.

9.3 Further inclusion of covariates

Throughout the study we prioritized certain user covariates, such as recent activity levels
and network size, over others that could influence identity disclosure, such as personality
traits or psychological factors. While this selection was a practical decision to ensure a
large user pool could be considered for the matching process, future work may consider
additional dimensions of online behavior and identity management. Specifically, person-
ality traits, including the Big-5 (openness, conscientiousness, extraversion, agreeableness,
and neuroticism), and self-esteem, have been shown to significantly affect social media
use patterns and disclosure behaviors [75, 76]. While capturing personality traits of so-
cial media users on a reliable scale is a challenging task, incorporating these psychological
covariates could provide a more detailed understanding of the factors that drive identity
disclosure on social media.

Some of our covariates include temporal values that may change over time, such as tweet
frequency or follower count. These covariates were selected to account for some of the
temporal variation of such confounders by performing the matching at a weekly level. For
instance, a treated user who updated their profile on week N will only be matched against
control users who also updated their profile on the same week. We control for not only
the user’s total activity levels but also the activity levels around the period of the profile
update. The inclusion of both the entire tweet count of a user (e.g., statuses_count) as well
as the number of tweets one month before the profile update as covariates reduces these
confounders, ensuring that both treated and matched users have been similarly active.
However, we acknowledge that this may not capture the full temporal variability of activity
levels which would be necessary to control for such analyses. Future studies could benefit
from adding extra features to better account for such variances.
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10 Conclusion

In this study, we explored the impact of social identity disclosure through Twitter profile
updates on user behavior and interaction patterns. Our analysis of over 200K users re-
vealed three principal findings: First, users who disclose their social identities within their
profiles tend to use language that more explicitly reflects these identities in their tweets,
suggesting a form of linguistic alignment with their disclosed social selves. Second, these
users do not drastically change the size of their overall social network (Supplementary
Fig. 9) but reshape their ties to foster stronger connections with individuals who share
similar identity markers, indicating the formation of more homophilous online commu-
nities based on shared identities. Finally, our research indicates that disclosing identities
in profiles does not lead to receiving more offensive content from others, providing a new
perspective to the belief that visibility inherently increases vulnerability to online harass-
ment.

The implications of these findings extend far beyond Twitter, offering insights into the
broader dynamics of online identity management and social interaction. They highlight
the potential of social media as platforms for positive identity expression and commu-
nity building, while also reducing fears that such openness necessarily leads to negative
consequences. This has important implications for designing social media policies and
tools that support safe spaces for identity expression. Our research also has the poten-
tial to inform educators, policymakers, and technologists about the ways digital platforms
can be structured to foster positive social interactions and minimize harm. In conclusion,
our study contributes to a more holistic understanding of how online social networks can
facilitate the expression and coexistence of diverse identities in a way that users can feel
empowered to share and connect authentically. The code and annotated data for the study

will be available at https://github.com/minjechoi/twitter_identity.
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