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Abstract
A key task in the fact-checking workflow is to establish whether the claim under
investigation has already been debunked or fact-checked before. This is essentially a
retrieval task where a misinformation claim is used as a query to retrieve from a
corpus of debunks. Prior debunk retrieval methods have typically been trained on
annotated pairs of misinformation claims and debunks. The novelty of this paper is an
Unsupervised Method for Training Debunked-Narrative Retrieval Models (UTDRM) in a
zero-shot setting, eliminating the need for human-annotated pairs. This approach
leverages fact-checking articles for the generation of synthetic claims and employs a
neural retrieval model for training. Our experiments show that UTDRM tends to match
or exceed the performance of state-of-the-art methods on seven datasets, which
demonstrates its effectiveness and broad applicability. The paper also analyses the
impact of various factors on UTDRM’s performance, such as the quantity of
fact-checking articles utilised, the number of synthetically generated claims
employed, the proposed entity inoculationmethod, and the usage of large language
models for retrieval.
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1 Introduction
Automated fact-checking systems are pivotal not only for combatting false information on
digital media but also for reducing the workload of fact-checkers [1, 2]. A key function-
ality of these systems is the retrieval of already debunked narratives for misinformation
claims, which essentially means retrieving previously fact-checked similar claims [2–4].
This function is accomplished by training debunked-narrative retrieval models that utilise
misinformation claims as queries to retrieve relevant debunked narratives.

Previous methods for training debunked-narrative retrieval models heavily rely on an-
notated pairs of misinformation claims and debunks [2, 4, 5]. However, the process of
manually creating annotated pairs is time-consuming, labour-intensive, and often limited
in scale, which can impede the performance of the retrieval models.

In this paper, we propose an Unsupervised method for Training Debunked-Narrative
Retrieval Models (UTDRM) that utilises synthetic claims to overcome the limitation of re-
lying on manual annotations (see Fig. 1). Moreover, we hypothesise that UTDRM has the
potential to detect topical misinformation by generating claims from incoming topical
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Figure 1 End-to-end pipeline for UTDRM: a two-step method involving the generation of topical claims and
the training of a neural retrieval model

fact-checks, thereby expanding its overall impact. Furthermore, our proposed entity in-
oculation method (Sect. 6.3) addresses the pressing challenge of similar false narratives
evolving with different entities [6]. Our inspiration for this approach stems from an in-
dependent analysis, noting similar misinformation claims involving distinct entities. For
example, misinformation about crocodile sightings during floods vary across locations –
Hyderabad,1 Patna,2 Bengaluru,3 and Florida4 (see Appendix A.4 for more examples). By
replacing named entities in generated claims, entity inoculation enhances the robustness
of ourUTDRMmethod, directly addressing the issue of narrative adaptability (see Sect. 6.3).

In particular, the research question addressed in this study is: how to train efficient
debunked-narrative retrieval models without relying on human-annotated data?

The main contributions of this paper are:
• UTDRM, a two-step method for training debunked-narrative retrieval models that

achieves comparable or superior retrieval scores to supervised models, all without
relying on annotations. Figure 1 illustrates the UTDRM’s end-to-end pipeline.

• A large-scale dataset of synthetic topical claims created using topical claim generation
techniques based on text-to-text transformer-based models and large language
models (LLMs).

• A comprehensive performance evaluation of UTDRM on seven publicly available
datasets, demonstrating its effectiveness and generalisability in retrieving accurate
debunks for misinformation in tweets, political debates, or speeches.

• Extensive ablation experiments that assess the impact of different factors on UTDRM’s
performance. This includes: (1) the volume of fact-checking articles utilised, (2) the
number of synthetically generated claims used for training, (3) the proposed entity
inoculation method, and (4) the usage of LLMs, such as Large Language Model Meta
AI (LLaMA 2) and Chat Generative Pre-trained Transformer (ChatGPT), for retrieval.

1https://factcheck.afp.com/no-footage-has-circulated-2019-reports-about-crocodile-west-india.
2https://www.boomlive.in/crocodile-spotted-during-bihar-floods-video-from-gujarat-shared-as-patna/.
3https://www.indiatoday.in/fact-check/story/fact-check-crocodile-spotted-waterlogged-bengaluru-viral-video-mp-
1997133-2022-09-06.
4https://factcheck.afp.com/doc.afp.com.32KT6D7.

https://factcheck.afp.com/no-footage-has-circulated-2019-reports-about-crocodile-west-india
https://www.boomlive.in/crocodile-spotted-during-bihar-floods-video-from-gujarat-shared-as-patna/
https://www.indiatoday.in/fact-check/story/fact-check-crocodile-spotted-waterlogged-bengaluru-viral-video-mp-1997133-2022-09-06
https://www.indiatoday.in/fact-check/story/fact-check-crocodile-spotted-waterlogged-bengaluru-viral-video-mp-1997133-2022-09-06
https://factcheck.afp.com/doc.afp.com.32KT6D7
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In the following sections, we discuss related work (Sect. 2) and our proposed UTDRM

method (Sect. 3). Section 4 presents the various experimental methods and the datasets
used for evaluation. The results and ablation experiments are presented in Sect. 5 and
Sect. 6 respectively. Finally, we conclude the paper in Sect. 8.

2 Related work
Information retrieval involves the search and retrieval of relevant documents from a col-
lection in response to a query. Initially, conventional lexical methods such as, Okapi Best
Match 25 (BM25) [7], Term Frequency-Inverse Document Frequency (TF-IDF) weighting
[8], Query Likelihood model (QL) [9], and Divergence From Randomness (DFR) [10], were
the primary information retrieval techniques, which demonstrated the effectiveness of
lexical and statistical approaches. However, these traditional approaches faced challenges
in addressing lexical gaps and semantic issues in relevance matching [11]. In response to
these challenges, recent recent Transformer-based methods [12] aim to harness the power
of deep learning to enhance performance [13]. In the following sections, we review related
work in two main areas: supervised and unsupervised methods for debunked-narrative
retrieval.

2.1 Supervised training methods
Many existing methods for training debunked-narrative retrieval models rely on super-
vised learning techniques which typically leverage annotated pairs of misinformation
claims and fact-checking articles as training data [3, 14–18]. For instance, Shaar et al.
[16] train a pairwise learning-to-rank model for identifying debunked narratives. They
also release Snopes and Politifact datasets [16], which we use for evaluation in this paper
(Sect. 4.1). Similarly, Vo and Lee [19] train a ranking model that incorporates both tex-
tual and visual features to retrieve previously fact-checked content, while Shaar et al. [20]
employ the Transformer-XH [21] to examine the role of context in political debates. On
the other hand, Kazemi et al. [5, 22] address the task of debunked-narrative retrieval as a
binary classification problem and train support vector machines model to classify misin-
formation tweets. However, formulating it as a classification problem is computationally
not scalable due to its quadratic complexity.

The Conference and Labs of the Evaluation Forum (CLEF) CheckThat! Lab shared task
2020, 2021 and 2022 [2, 3, 14, 23] focus on debunked-narrative retrieval task and re-
lease different datasets for training and testing. In this paper, we utilise all of these CLEF
test datasets for evaluation (Sect. 4.1). Teams in CLEF 22 use diverse methods, such as
Sentence-T5 and GPT-Neo for re-ranking [24], Simple Contrastive Learning of Sentence
Embeddings (SimCSE) [25], and data augmentation like back translation [26]. We utilise
the state-of-the-art performance demonstrated by the shared task winners as a benchmark
for comparing against our UTDRM method (Sect. 4.2).

While supervised training approaches require annotated training data, which can be
costly and time-consuming to collect, this research proposes an alternative novel ap-
proach. By utilising fact-checking articles from professional fact-checking organisations,
our method generates high-quality training data without the need for annotations. This
methodology yields high scores in debunked-narrative retrieval (Sect. 5).
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2.2 Unsupervised training methods
In recent years, unsupervised training methods for information retrieval have gained sig-
nificant interest [13, 27–30]. Our proposed UTDRM method falls within this category.
These unsupervised methods aim to overcome the challenges associated with acquiring
annotated training data by utilising large corpora of unlabeled documents. For example,
Lee et al. [27] introduce the Inverse Cloze Task (ICT) for training models using synthetic
query-passage pairs by uniformly sampling sentences from random passages. Alterna-
tively, Tranformer-based Denoising AutoEncoder (TSDAE) [28] encodes sentences with
randomly deleted 60% of the tokens and the decoder to reconstruct the original sentences.
Similarly, methods like SimCSE [25] and Contrastive Tension [31] focus on minimising
the distance between embeddings from the same sentence. ICT, TSDAE, and SimCSE are
among the unsupervised methods employed for comparison with our proposed UTDRM

method (as discussed in Sect. 4.2).
Other line of unsupervised methods explore query generation as an alternative to im-

prove retrieval performance. For eg. Nogueira et al. [32, 33] enhance traditional BM25
search by expanding passages with synthetic queries. On the other hand, Ma et al. [34]
propose a zero-shot learning approach for passage retrieval using synthetic question gen-
eration, while Wang et al. [29] introduce Generative Pseudo Labeling (GPL), an unsuper-
vised domain adaptation method that combines a T5-based query generator with pseudo
labelling from a cross-encoder. However, these methods are not suitable for our specific
use case since generating claims from fact-checking articles is a novel task in itself, and
therefore, relying on pre-trained query generation models trained for different purposes is
not appropriate. Additionally, the use of Margin Mean Squared Error (MarginMSE) [35]
in GPL, which relies on a cross-encoder trained on Microsoft Machine Reading Com-
prehension (MSMARCO) data, may not be effective for our specific debunked-narrative
retrieval task. This is because our task differs from general information retrieval tasks that
typically require general queries as input, while the task in this paper specifically focuses
on false claims on social media and political debates (Sect. 4.1).

While existing unsupervised methods show promising results, there is still room for
improvement in retrieval performance and applicability. UTDRM aims to address these
challenges by utilising unsupervised learning techniques tailored specifically for training
debunked-narrative retrieval models. It focuses on generating high-quality topical misin-
formation claims from fact-checking articles (Sect. 3.1) which, to the best of our knowl-
edge, has not been explored in previous work. These generated claims are employed to
train the retrieval model in a zero-shot setting (Sect. 3.2).

Finally, this study is the first to assess the performance of LLMs (LLaMA 2 and Chat-
GPT) as listwise re-rankers on seven publicly available debunked-narrative retrieval
datasets (Sect. 6.4). This assessment is conducted to examine how LLMs perform in com-
parison to other unsupervised methods, including our UTDRM.

3 UTDRM: unsupervised method for training debunked-narrative retrieval
models

Debunked-narrative retrieval is a key task in a typical fact-checking workflow, where the
verification professionals determine whether the claim or content that they need to verify
has already been debunked in a publicly available debunking article posted by another
fact-checking organisation. This is essentially a retrieval, where a misinformation claim
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serves as the query to extract relevant debunked claims (or fact-checked claims) from a
database of already published publicly available debunking articles. It must be noted that
if a claim has not already been debunked in a published article, there may not be suitable
matches.

This section presents our proposed UTDRM method, which consists of two steps: (i)
generation of topical claims (Sect. 3.1); and (ii) training of a debunked-narrative retrieval
model (Sect. 3.2). Figure 1 illustrates the end-to-end pipeline for UTDRM.

3.1 Topical claim generation
We synthetically generate topical claims that resemble misinformation claims based on
the debunked information provided by professional fact-checkers. To accomplish this, we
propose two novel methods: the use of Text-to-Text Transfer Transformer (T5) and Chat-
GPT as claim generators. In this work, we specifically investigate the zero-shot scenario,
where annotated pairs of social media posts and debunked claim pairs are unavailable, and
only a large corpus for fact-checks is available.

3.1.1 T5 claim generator
The T5 claim generator is a sequence-to-sequence model based on the text-to-text trans-
fer transformer (T5) [36]. We choose T5 model because of its proven effectiveness in vari-
ous sequence-to-sequence tasks in prior research [29, 32, 36]. T5 is used to generate claims
from fact-checking articles by framing the task as an encoder-decoder problem. The en-
coder is trained to understand and represent the fact-checking articles, while the decoder
generates potential misinformation claims that can be effectively debunked using the cor-
responding fact-checking articles.

To train the T5 claim generator, first, we create a corpus of fact-checking articles pub-
lished by different fact-checking organisations, namely Boomlive,5 Agence France-Presse
(AFP)6 and Politifact.7 We choose these fact-checking websites for their wide topic cover-
age, deferring the comparison of claim generators trained on different websites for future
research. A total of 23,901 fact-checking articles were collected. For each fact-checking
article, we collect the debunked claim statement, the title and the main body of the article.
During fine-tuning, the input to the T5 model consists of the title and the main body of
the fact-checking article, and the model is trained to generate the debunked claim state-
ment. Since the generated claims are conditioned on the fact-checking article, they remain
closely related to the actual claims being debunked in the fact-checking article. Please refer
to Appendix A.1 for hyperparameter details.

3.1.2 ChatGPT claim generator
We use ChatGPT (gpt-3.5-turbo)8 to generate tweets that are relevant to the debunked
claims of fact-checking articles collected above. To achieve this, we provide an input
prompt instructing the model to generate five different tweets about the text, ensuring
that the generated tweets are not fact-checks or debunks. Additionally, we encourage the

5https://www.boomlive.in/.
6https://www.afp.com/.
7https://www.politifact.com/.
8https://platform.openai.com/docs/models.

https://www.boomlive.in/
https://www.afp.com/
https://www.politifact.com/
https://platform.openai.com/docs/models
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diversity of hashtags in the generated tweets to enhance their variability. For this, we use
the input prompt as:
Generate ten different tweets about the text delimited by triple

backticks.

Make sure that generated tweets should not be a fact-check or a

debunk.

Also, tweets should have different hashtags. ‘‘‘{Debunked Claim}‘‘‘

In summary, we use ChatGPT in conjunction with the T5 claim generator due to our
observation that ChatGPT generates claims that are more diverse (Table 2) and closely re-
semble actual tweet claims (Sect. 3.1.3). Additionally, both T5 and ChatGPT claim gener-
ator can address emerging topics by generating claims from incoming topical fact-checks.
These generated claims serve as valuable inputs for training our neural retrieval model
(Sect. 3.2).

3.1.3 Generated claims
Table 1 showcases sample claims generated from T5 and ChatGPT. We present five ran-
dom instances of debunked claims alongside three generated claims from each model.
In the first example, T5 produces three claims pertaining to Senator Kamala Harris po-
tentially violating laws during a visit to an Ohio voting site, while ChatGPT generates al-
ternative claims with similar themes. Similarly, for the other examples, T5 and ChatGPT
generate diverse variations of claims related to Dr Kafeel Khan’s involvement in a farmers’
rally in Delhi and a supposed COVID-19 cure by a Pondicherry University student.

In summary, both T5 and ChatGPT generate different types of claims with variations
in wording, focus, and emphasis, while still conveying similar information related to the
original debunked claims. Moreover, our analysis reveals that the claims generated by T5
exhibit simplicity and a higher level of similarity to the debunked claims. On the other
hand, the claims generated by ChatGPT demonstrate greater diversity and closely resem-
ble actual tweets, often incorporating hashtags (as shown in Table 2 – Sect. 3.1.4). No-
tably, some of the ChatGPT generated claims ask questions while stating the debunked
claim (last example in Table 1). Finally, by using both T5 and ChatGPT, we can capture a
broader range of claim styles and ensure comprehensive coverage for training debunked-
narrative retrieval models.

3.1.4 Quality and diversity
Table 2 evaluates the generated claims using Recall-Oriented Understudy for Gisting Eval-
uation (ROUGE) [37] and self Bilingual Evaluation Understudy (selfBLEU) [38] metrics.
Following previous work [29, 32], our evaluation does not involve human assessment. In-
stead, we rely on automatic metrics to assess the quality of generated claims. ROUGE
measures the proximity of the generated claims to the reference debunked claims, while
selfBLEU assesses the diversity among the generated claims. The choice of these metrics
is justified by their close alignment with our research objectives, emphasising both quality
and diversity as crucial evaluation criteria. We generate a total of six claims (three from
each claim generator) from the collected fact-checking articles (Sect. 3.1), as it yields the
best scores during experiments (see Sect. 6.2). The results in Table 2 indicate that T5 out-
performs ChatGPT in ROUGE scores across all n-gram levels, indicating higher overlap
with the reference debunked claims. This performance difference can be attributed to the
fine-tuning of T5 in the T5 claim generator. Further evaluation of retrieval models trained
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Table 2 ROUGE and selfBLEU scores for claims generated from T5 and ChatGPT claim generator.
Lower selfBLEU scores indicate higher diversity, while higher ROUGE scores indicate greater overlap
with the reference debunked claims

Metrics ROUGE-1 ROUGE-2 ROUGE-L selfBLEU1 selfBLEU2 selfBLEU3

T5 0.563 0.423 0.541 0.553 0.493 0.444
ChatGPT 0.272 0.119 0.237 0.250 0.142 0.085

on generated claims will provide insights into the claim quality and their alignment with
task requirements (Sect. 5).

Table 2 also presents the selfBLEU scores, which computes the similarity between the
generated claims, with lower scores indicating higher diversity. T5 exhibits higher self-
BLEU scores across all N-gram levels, indicating more similarity among its generated
claims. In contrast, ChatGPT achieves lower selfBLEU scores, suggesting greater diver-
sity and distinctiveness in its generated claims.

3.2 Neural retrieval model
The neural retrieval model is a transformer model fine-tuned on the generated claim and
the original debunked claim statement pairs using multiple negatives ranking loss (MNRL)
[39, 40]. In this, consider a dataset of synthetically generated claims g = (g1, ..., gN ) along
with their corresponding debunked claim statements d = (d1, ..., dN ). During fine-tuning,
each batch of size K contains one generated claim gi and one corresponding relevant de-
bunked claim statement di, which is the same debunked claim used for generating gi. The
remaining K – 1 elements in the batch are irrelevant debunked claim statements which are
the hard negatives mined using a pretrained retrieval model. Every debunked claim state-
ment dj is a negative candidate for generated claim gi if i �= j. The loss for a single batch of
size K is defined as,

–
1
K

K∑

i=1

log
exp(Sim(fθ (gi), fθ (di)))∑K
j=1 exp(Sim(fθ (gi), fθ (dj)))

, (1)

where fθ is the sentence encoder using the transformer model and Sim is the similarity
between the encoded embeddings. We employ cosine similarity function with the mean-
pooling technique due to its proven effectiveness in prior research [41]. MNRL aims to
maximise the similarity between the generated claim and its relevant debunked claim
statement while minimising the similarity with irrelevant statements. Hyperparameter de-
tails are in Appendix A.1.

4 Experimental setup
4.1 Evaluation datasets
We evaluate the models on the test set of seven publicly available datasets. The datasets
are divided into two types based on whether the claims are sourced from Twitter or from
political debates or speeches:

• Twitter-based datasets: Snopes [16] and CLEF CheckThat! Lab task datasets which
include CLEF 22 2A [3], CLEF 21 2A [14] and CLEF 20 2A [2].

• Political-based datasets: Politifact [16] and CLEF CheckThat! Lab task datasets which
include CLEF 22 2B [3] and CLEF 21 2B [14].
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Figure 2 Heatmap for dataset domain overlap

To assess the diversity of domains, we calculate the pairwise domain overlap between all
the claims in the datasets using a weighted Jaccard similarity measure [42]. Figure 2 shows
a heatmap illustrating the pairwise weighted Jaccard similarity scores. Besides CLEF 22
2B and CLEF 21 2B, the results indicate a relatively low overlap among most datasets,
suggesting that the evaluation of UTDRM is conducted on diverse data.

In order to avoid any data leakage with the fact-checking articles utilised for claim gen-
eration (Sect. 3.1), we exclude all fact-checking articles that exhibit a Jaccard similarity
of 0.5 or higher between the debunked claim statements. Please note that fact-checking
articles used for claim generation are removed and are not from the evaluation datasets.

4.2 Baselines
Okapi BM25 We use the ElasticSearch9 [43] implementation of BM25 [44], with default
parameters in ElasticSearch (k = 1.2 and b = 0.75).

Out-of-the-box models We use two strong out-of-the-box pre-trained models for infor-
mation retrieval. We test these models in their default configuration without any super-
vision from the generated claims to assess their zero-shot performance. The models are:
(1) Sentence-Transformer’s model based on Masked and Permuted Pre-training for Lan-
guage Understanding (MPNet) [45] all-mpnet-base-v210 which has been trained on a large
and diverse dataset of over a billion training examples. (2) Approximate Nearest Neighbor
Negative Contrastive Estimation (ANCE), which is a RoBERTa [46] model fine-tuned on
MSMARCO dataset [47] with hard negatives selected using approximate nearest neighbor
[48].

Unsupervised methods We use five different unsupervised methods which utilise the
same set of fact-checking articles for training, as used in the claim generation process
(Sect. 3.1): (1) ICT [27] is employed to generate pseudo-claims by uniformly sampling

9https://www.elastic.co/elasticsearch/.
10https://huggingface.co/sentence-transformers/all-mpnet-base-v2.

https://www.elastic.co/elasticsearch/
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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sentences from the fact-checking articles. MNRL loss (Sect. 3.2) is then applied to train
the model using the pairs of pseudo and debunked claim statements. (2) Back-Translation
(BT) [49] involves translating all debunked claim statements to Hindi and then back to
English. The resulting pairs of back-translated claim and the original debunked claim
statement are further used for training the model using MNRL loss. (3) SimCSE [25] en-
codes the same debunked claim statement twice with different dropout masks and utilises
MNRL loss for training. (4) TSDAE [28] pre-trains a retrieval model using a denoising au-
toencoder. It encodes debunked claim statements with randomly deleted 60% of the tokens
and the decoder reconstructs the original debunked claim statements [28]. All unsuper-
vised methods employ a distilled version of the RoBERTa-base [46]11 as the underlying
model. Hyperparameter details are in Appendix A.1.

Supervised methods We also report previous State-Of-The-Art (SOTA) performance
achieved by the winners of the shared tasks on the test set, as published in their respective
papers [2, 3, 14, 16]. Please note that these supervised methods benefit from annotated
training data, which enables them to utilise specific information pertaining to real-world
instances of misinformation claims and their corresponding debunks.

For example, the winning team of CLEF 22 2A [24] use Sentence-T5 [50] for candidate
selection and GPT-Neo [51] for re-ranking. The winning team in CLEF 22 2B [52] employ
a combination of semantic and lexical similarity features between claims and debunks
for retrieval. In CLEF 21 2A [14], the top-performing team utilise a combination of TF-
IDF, Sentence-BERT, and Lambda Multiple Additive Regression Trees (LambdaMART)
for ranking [53], while the winning team in CLEF 21 2B [54] combines the Sentence-BERT
model with a custom neural network to get the final list of sorted debunks based on rele-
vance. The top-performing team in CLEF 20 2A [55] use a fine-tuned RoBERTa model for
retrieval.

Lastly, for Snopes and Politifact, we directly report scores from Shaar et al. [16], who
utilise a pairwise learning-to-rank model for debunk retrieval.

4.3 Experimental details
UTDRM is tested on two models: a distilled version of the RoBERTa-base model (UTDRM-
RoBERTa) and the MPNet model (UTDRM-MPNet) (Sect. 5). We generate six topical
claims (three from each claim generator) for all the collected 23,901 fact-checking arti-
cles (Sect. 3.1), as this approach yields the best scores during experiments (Sect. 6.2). Fol-
lowing previous work [29], we employ nucleus sampling during generation, using a Top-k
value of 25 and a Top-p value of 0.95. For the ChatGPT claim generator, we keep all API
parameters at their default values, except for the temperature, which is set to 0.7 to en-
sure diversity. The total cost of using ChatGPT to generate the claims was 14 GBP. Finally,
a total of 1,43,406 (23,901x6) generated claims are used for training the neural retrieval
model.

4.4 Evaluation metrics
For evaluation, we employ two widely used ranking metrics [3, 14]: Mean Reciprocal
Rank (MRR) and Mean Average Precision (MAP). MRR computes the score based on

11https://huggingface.co/distilroberta-base.

https://huggingface.co/distilroberta-base
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the highest-ranked relevant debunk for each misinformation tweet and is defined as
MRR = 1

|C|
∑|C|

i=1
1

ranki
, where |C| is the number of input claims used as query and ranki

is the rank of the relevant debunk for the ith claim. The higher the MRR score the bet-
ter. MAP, on the other hand, measures the precision of the system in returning relevant
results for a given query. We use two variations of MAP: MAP@1 and MAP@5, which
evaluate the top one and top five retrieved documents, respectively. A higher MAP@k
score indicates better performance.

5 Results and discussion
Table 3 reports the results of UTDRM evaluation divided into two parts: the top part
presents the individual and average results for Twitter-based datasets (Snopes, CLEF 22
2A-EN, CLEF 21 2A-EN & CLEF 20 2A-EN), while the bottom part showcases the indi-
vidual and average results for political-based datasets (Politifact, CLEF 22 2B-EN & CLEF
21 2B-EN).

BM25 and out-of-the-box models These models consistently achieve high retrieval
scores across all metrics, with MPNet outperforming the others (Table 3 column 3–5).
This indicates that leveraging models trained on other information retrieval datasets can
improve retrieval effectiveness (Sect. 4.2). However, it is important to note that there are
variations in performance among the datasets, suggesting that the models’ effectiveness
might depend on the specific characteristics of the dataset.

Among the Twitter-based datasets, MPNet stands out as the best-performing model
with the highest average scores. It achieves an average MAP@1 score of 0.841, MAP@5
score of 0.886, and MRR score of 0.888. In contrast, when considering the political-based
datasets (Politifact, CLEF 22 2B-EN, and CLEF 21 2B-EN), BM25 emerges as the top-

Table 3 Performance of BM25, out-of-the-box, unsupervised and SOTA supervised models. The first
part of the table shows the individual and average results for Twitter-based datasets, while the second
part shows the individual and average results for political-based datasets. UTDRM results are
highlighted in blue. The highest scores for each dataset and metric are in bold
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performing model with the average MAP@1 score of 0.353, MAP@5 score of 0.406, and
MRR score of 0.446, indicating its effectiveness in retrieving relevant information from
political speech datasets. Overall, the average scores suggest that the models perform bet-
ter on the Twitter-based datasets compared to the political-based datasets. This difference
in performance can be attributed to the fact that political-based claims pose greater chal-
lenges for the models.

Unsupervised methods Table 3 reports the results of the unsupervised methods, in-
cluding the baselines BT, ICT, SimCSE, TSDAE (columns 6–9), as well as the proposed
UTDRM-RoBERTa (Table 3 columns 10). All these methods utilise a distilled RoBERTa
model, as described in Sect. 4.2. Among the baselines, ICT achieves the highest scores
across all metrics, followed by SimCSE and TSDAE. However our proposed UTDRM-

RoBERTa achieves the highest average scores for both Twitter-based and political-
based datasets, followed by ICT and SimCSE. Additionally, the table reveals that each
method has its own strengths and weaknesses on different datasets. For instance, UTDRM-
RoBERTa performs well on all datasets except Politifact, where it is surpassed by ICT.

Furthermore, given the impressive performance of the out-of-the-box MPNet model,
we also test UTDRM on the MPNet model (Table 3 column 11). UTDRM-MPNet out-
performs all other methods, achieving the highest scores across all evaluation metrics.
It obtains an average MAP@1, MAP@5, and MRR of 0.904, 0.932, and 0.934, respec-
tively, for Twitter-based datasets. For political-based datasets, it achieves an average
MAP@1, MAP@5, and MRR of 0.419, 0.474, and 0.505, respectively. Overall, UTDRM-
MPNet consistently achieves the highest scores across all datasets, demonstrating its
effectiveness. UTDRM-RoBERTa also performs well, albeit slightly lower than UTDRM-

MPNet.

Supervised methods Table 3 (last column) reports the results for the previous SOTA
methods (Sect. 4.2). These methods benefit from annotated training data, allowing them
to leverage specific information about real-life misinformation claims and debunked claim
statements (Sect. 4.2). In contrast, the UTDRM does not have access to any annotated train-
ing data. Surprisingly, the UTDRM-MPNet model, despite being an unsupervised method,
achieves comparable or even superior retrieval scores compared to the SOTA supervised
models. This demonstrates the effectiveness of UTDRM without the need for any annota-
tions.

Summary We find that the choice of method depends on specific requirements, data
availability, and the desired performance-resource trade-off. UTDRM-RoBERTa and
UTDRM-MPNet consistently yield the highest retrieval scores, while the out-of-the-box
models offer viable alternatives without the need for any training data whatsoever for
debunked-narrative retrieval. Additionally, our proposed method, UTDRM, has the poten-
tial to detect topical misinformation claims by generating claims from incoming topical
fact-checks; thus allowing it to address emerging topics and contribute to the timely de-
tection of misinformation.
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Table 4 Influence of fact-checking articles on UTDRM. The highest scores for each dataset and
metric are in bold

Datasets Metrics Fact-checking Articles

1K 5K 10K All

Snopes MAP@1 0.750 0.794 0.803 0.831
MRR 0.810 0.842 0.865 0.890

CLEF 22 2A MAP@1 0.871 0.914 0.919 0.933
MRR 0.904 0.932 0.936 0.948

CLEF 21 2A MAP@1 0.851 0.891 0.906 0.906
MRR 0.895 0.925 0.937 0.936

CLEF 20 2A MAP@1 0.894 0.940 0.935 0.945
MRR 0.931 0.957 0.957 0.961

Average MAP@1 0.842 0.885 0.891 0.904
Twitter-based MRR 0.885 0.914 0.924 0.934

Politifact MAP@1 0.428 0.484 0.508 0.516
MRR 0.541 0.602 0.618 0.627

CLEF 22 2B MAP@1 0.285 0.362 0.377 0.392
MRR 0.381 0.436 0.450 0.467

CLEF 21 2B MAP@1 0.259 0.323 0.335 0.348
MRR 0.346 0.390 0.402 0.422

Average MAP@1 0.324 0.390 0.407 0.419
Political-based MRR 0.423 0.476 0.490 0.505

6 Analysis
6.1 Influence of fact-checking articles
Table 4 shows the results UTDRM-MPNet when trained using different numbers of fact-
checking articles (1K, 5K, 10K, and All). Due to space limitations, the table reports only
the MAP@1 and MRR metrics.

The results suggest that the size of the corpus does have a postive effect on the perfor-
mance of UTDRM, but the extent of the improvement may vary depending on the specific
dataset and corpus size being used (Table 4). For instance, the CLEF 21 2A (Twitter-based
dataset) shows an increasing trend until the number of fact-checking articles reaches 10K,
after which it becomes relatively constant. On the other hand, for political-based datasets,
the average performance continues to increase as the number of fact-checking articles in-
creases, suggesting that a larger corpus of fact-checking articles has a more pronounced
impact on improving retrieval performance.

6.2 Influence of the generated claims
Table 5 shows results of UTDRM-MPNet using different numbers of generated claims for
training N : 2, 6, 10, 20. It should be noted that the proportion of claims generated using
T5 and ChatGPT is kept the same for all cases. The individual performance of models
trained on T5 and ChatGPT generated claims separately is generally lower (Appendix A.3
and A.2).

Table 5 demonstrates an overall improvement in performance as the number of gener-
ated claims increases from N = 2 to N = 6 and N = 10 across most datasets. However, per-
formance either declines or stabilises beyond N = 10. For instance, in the Snopes dataset,
MAP@1 and MRR scores show a slight decline from N = 6 to N = 20. Similar trends are
observed in the CLEF 22 2A, CLEF 21 2A, and CLEF 20 2A datasets, where MAP@1 per-
formance peaks at N = 6 and then plateaus or slightly decreases. In contrast, the CLEF 22
2B and CLEF 21 2B datasets reach their peak performance at N = 10. In general, the re-
sults suggest that N = 6 is the optimal value for the number of generated claims, as it yields
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Table 5 Influence of the generated claims on UTDRM. The highest scores for each dataset and
metric are in bold

Datasets Metrics Generated Claims

N = 2 N = 6 N = 10 N = 20

Snopes MAP@1 0.821 0.831 0.830 0.829
MRR 0.881 0.890 0.890 0.889

CLEF 22 2A MAP@1 0.914 0.933 0.933 0.933
MRR 0.934 0.948 0.948 0.949

CLEF 21 2A MAP@1 0.906 0.906 0.901 0.896
MRR 0.936 0.936 0.932 0.931

CLEF 20 2A MAP@1 0.935 0.945 0.945 0.945
MRR 0.957 0.961 0.963 0.964

Average MAP@1 0.894 0.904 0.902 0.901
Twitter-based MRR 0.927 0.934 0.933 0.933

Politifact MAP@1 0.508 0.516 0.500 0.496
MRR 0.616 0.627 0.619 0.615

CLEF 22 2B MAP@1 0.362 0.392 0.400 0.392
MRR 0.441 0.467 0.473 0.468

CLEF 21 2B MAP@1 0.323 0.348 0.354 0.335
MRR 0.394 0.422 0.424 0.416

Average MAP@1 0.397 0.419 0.418 0.408
Political-based MRR 0.484 0.505 0.505 0.499

the highest average retrieval performance, while going beyond this range may introduce
noise and decrease performance.

6.3 Influence of entity inoculation
We propose an entity inoculation method, which involves replacing a random named en-
tity in the generated claims with another random named entity to simulate real-world
scenarios where similar misinformation narratives spread with different entities (see Ap-
pendix A.4 for examples). By training the model with these modified claims, it is expected
to become more robust in retrieving debunked narratives regardless of the specific enti-
ties involved. Table 6 presents the results of entity inoculation using different entity types:
geopolitical entities (GPE), person (PERSON), and organisation name (ORG), as well as a
combined approach that uses all types. The Default column represents the performance
of UTDRM-MPNet without entity inoculation (from Table 3).

Entity inoculation shows positive results on political-based datasets with an average in-
crease of two MRR points with the combined approach as compared to the Default perfor-
mance without entity inoculation. This indicates the effectiveness of entity inoculation in
handling misinformation narratives in political contexts. On the other hand, for Twitter-
based datasets, the impact of entity inoculation is less pronounced. While entity inocula-
tion shows benefits in making models’ entities agnostic, we hypothesise that its effective-
ness may be limited to datasets that contain cases where similar narratives are spread with
different entities. Examples of such false narratives can be found in Appendix A.4.

6.4 Influence of large language models (LLMs)
Large Language Models (LLMs) have consistently demonstrated impressive performance
across a wide range of natural language processing (NLP) tasks [56, 57]. However, their
application in information retrieval tasks remains an ongoing area of research, with the
aim of optimising their ability to retrieve relevant information from large corpora in re-
sponse to a given input query [58, 59]. Therefore, to assess the performance of LLMs in
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Table 6 Influence of entity inoculation on UTDRM. UTDRM is the deafult UTDRM-MPNet
performance from Table 3. The highest scores for each dataset and metric are in bold

Datasets Metrics Entity Inoculation UTDRM

GPE PERSON ORG Combine Default

Snopes MAP@1 0.831 0.831 0.841 0.821 0.831
MRR 0.889 0.891 0.893 0.881 0.890

CLEF 22 2A MAP@1 0.928 0.919 0.923 0.919 0.933
MRR 0.942 0.936 0.942 0.935 0.948

CLEF 21 2A MAP@1 0.916 0.901 0.901 0.906 0.906
MRR 0.940 0.929 0.932 0.932 0.936

CLEF 20 2A MAP@1 0.940 0.930 0.940 0.935 0.945
MRR 0.957 0.955 0.958 0.955 0.961

Average MAP@1 0.904 0.895 0.901 0.895 0.904
Twitter-based MRR 0.932 0.928 0.931 0.926 0.934

Politifact MAP@1 0.492 0.527 0.512 0.512 0.516
MRR 0.613 0.637 0.631 0.633 0.627

CLEF 22 2B MAP@1 0.415 0.400 0.415 0.423 0.392
MRR 0.482 0.471 0.482 0.495 0.467

CLEF 21 2B MAP@1 0.367 0.354 0.367 0.373 0.348
MRR 0.433 0.423 0.433 0.442 0.422

Average MAP@1 0.425 0.427 0.431 0.436 0.419
Political-based MRR 0.509 0.510 0.515 0.524 0.505

comparison to ourUTDRMmethod, we employ a Listwise Re-ranker with a Large Language
Model (LRL) [59] to re-rank the Top-k documents retrieved by the initial stage ranker. In
this context, the LLM is provided with the following instruction template:
Passage1 = {Debunk_1}

...

PassageM = {Debunk_M}

Query = {Claim}

Passages = [Passage1, ..., PassageM]

Sort the Passages by their relevance to the Query.

Sorted Passages = [

Please note that due to LLM memory constraints, input sequences may exceed the maxi-
mum input sequence length. In such cases, we implement progressive re-ranking (M = 20)
following the approach of Ma et al. [59]. This technique re-ranks M debunks at a time and
incrementally shifts the window by M/2 towards the beginning of the retrieved debunks,
leading to an enhancement in the top-ranked results. In this work, we test two types of
LLMs: (1) the open-sourced LLaMA 2 13B [56, 57];12 and (2) the private LLM ChatGPT
(gpt-3.5-turbo). LLaMA 2 was hosted on our local server (2x24GB NVIDIA GeForce RTX
3090) and for ChatGPT, we use OpenAI API.13 The total cost of testing using ChatGPT
was 20 GBP.

Table 7 shows the results of LRL using BM25 and UTDRM-MPNet as first-stage rankers.
For eg. “BM25+ChatGPT” (column 5 – Table 7) signifies that BM25 performs the first-
stage ranking, and ChatGPT conducts the second-stage ranking. Following the method-
ology from prior work [59], the LLM is used to re-rank 100 documents on top of BM25 and
20 documents on top of UTDRM. The results indicate that ChatGPT outperforms LLaMA
2 across all datasets and metrics. Moreover, we find that re-ranking on top of UTDRM yields

12We use OpenAssistant’s LLaMA 2 13B model for our experiments, accessible at https://huggingface.co/OpenAssistant/
llama2-13b-orca-8k-3319.
13https://platform.openai.com/docs/models.

https://huggingface.co/OpenAssistant/llama2-13b-orca-8k-3319
https://huggingface.co/OpenAssistant/llama2-13b-orca-8k-3319
https://platform.openai.com/docs/models
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Table 7 Influence of large language models (LLaMA 2 and ChatGPT) as a second stage retriever to
re-rank the top candidate claims retrieved by BM25 and UTDRM. UTDRM is the deafult
UTDRM-MPNet performance from Table 3. UTDRM+ChatGPT signifies that UTDRM-MPNet
performs the initial ranking, and ChatGPT conducts the second-stage ranking. The highest scores for
each dataset and metric are in bold

Datasets Metrics BM25+LLaMA2 UTDRM+LLaMA2 BM25+ChatGPT UTDRM+ChatGPT UTDRM

Snopes MAP@1 0.460 0.657 0.667 0.841 0.831
MRR 0.659 0.728 0.862 0.890 0.890

CLEF 22 2A-EN MAP@1 0.794 0.890 0.895 0.919 0.933
MRR 0.835 0.913 0.916 0.936 0.948

CLEF 21 2A-EN MAP@1 0.782 0.911 0.906 0.926 0.906
MRR 0.836 0.939 0.927 0.949 0.936

CLEF 20 2A-EN MAP@1 0.673 0.729 0.849 0.925 0.945
MRR 0.724 0.762 0.894 0.948 0.961

Average MAP@1 0.679 0.819 0.822 0.895 0.904
Twitter-based MRR 0.777 0.860 0.902 0.925 0.934

Politifact MAP@1 0.260 0.293 0.512 0.561 0.516
MRR 0.333 0.417 0.607 0.680 0.627

CLEF 22 2B-EN MAP@1 0.285 0.346 0.400 0.400 0.392
MRR 0.383 0.426 0.486 0.493 0.467

CLEF 21 2B-EN MAP@1 0.266 0.310 0.361 0.361 0.348
MRR 0.347 0.388 0.445 0.425 0.422

Average MAP@1 0.270 0.316 0.424 0.441 0.419
Political-based MRR 0.354 0.411 0.513 0.533 0.505

Figure 3 Retrieval times (in seconds per query) and average MRR performance (scaled by a factor of 100)
comparison of different retrieval methods

superior scores compared to re-ranking on top of BM25 (Table 7). Figure 3 visually depicts
the average MRR performance of different retrieval methods.

For the Twitter-based datasets, although UTDRM achieves the highest average scores,
UTDRM+ChatGPT outperforms UTDRM in Snopes (MAP@1) and in CLEF 21 2A-EN
(MAP@1 and MRR). For the political-based datasets, notably, UTDRM+ChatGPT beats
UTDRM and attains the highest performance in MAP@1, MAP@5, and MRR across all
datasets.

While LLMs exhibit impressive performance, it is important to consider the trade-offs,
one of which is retrieval cost and latency. We conduct experiments to measure the time
taken per claim to retrieve debunks for each method and we observe notable differences
in retrieval speed. Figure 3 shows retrieval times and average MRR performance compar-
ison of different retrieval methods. We find that BM25+LLaMA2 and BM25+ChatGPT
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exhibit longer retrieval times, averaging around 80 seconds and 50 seconds per claim, re-
spectively. In contrast, UTDRM+LLaMA2 and UTDRM+ChatGPT significantly reduce
retrieval time, taking only 8 seconds and 5 seconds per claim, respectively, possibly due
to the fewer number of debunks to be re-ranked. Remarkably, UTDRM-MPNet on its own
achieves an exceptionally low retrieval time of just 0.04 seconds per claim. These find-
ings underscore that, despite LLMs’ impressive performance in relevance ranking, they
often come at the cost of extended retrieval times, whereas our proposed UTDRM-MPNet
approach offers both high relevance and exceptional retrieval speed.

7 Error analysis
The evaluation of UTDRM would be incomplete without a thorough examination of the
types of errors it may produce. To address this, we manually review cases where the re-
trieval model fails to rank the most relevant debunked claim at the top. We conduct this
analysis by inspecting the retrieved debunked claims for 50 randomly selected cases from
the Snopes and Politifact datasets. We find that the primary cause of such errors is when
a misinformation claim is associated with multiple debunked claims (19 out of 50). For
instance, the false claim “African Union warning African citizens against the safety of trav-
elling to the United States” in Snopes has multiple relevant debunked claims. In such in-
stances, the model assigns highly similar high scores to all relevant debunked claims, even
though each misinformation claim is linked to a single debunked claim in the dataset. This
highlights inconsistencies in the existing datasets and the need for further improvement.

The second type of error occurs when the retrieved debunked claim is not entirely rel-
evant, but there is some degree of relevance to the input misinformation claim (16 out
of 50). For instance, for the claim “Governor Christie has endorsed many of the ideas
that Barack Obama supports, whether it is gun control or the appointment of Sonia So-
tomayor”, the top retrieved debunked claim discusses Governor Chris Christie and Barack
Obama sharing similar views on gay marriage. This highlights the challenge of distinguish-
ing closely related debunked claims, emphasising the need for continued refinement in
retrieval models for enhanced precision. Moreover, we hypothesise that this may also be
attributed to limitations in the claim generation model, where it generates claims that,
while not entirely irrelevant, are only tangentially related to the intended debunked claim.
Such errors suggest the propagation of errors in the retrieval process and suggests the
need for improvement in the claim generation model.

The third category, accounting for 15 out of 50 cases, involves errors that occur when a
misinformation claim lacks sufficient context to find the relevant debunked claim. For ex-
ample, one of the misinformation claims in the Politifact dataset states “very few children”
which is ambiguous and makes finding a relevant debunk challenging. Moreover, the task
becomes even more challenging when misinformation claims span multiple modalities,
such as combining text and images. For instance, one of the misinformation claims is a X
(formerly Twitter) post stating “Botswana condemns remarks made by President Trump”,
along with an image containing details of the remarks. In such cases, retrieval models also
require information contained in the image, as the text of the tweet alone is not sufficient.
This motivates future work on multimodal debunked-narrative retrieval, where models
can exploit joint information from different modalities.
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8 Conclusion
This paper presents UTDRM, an unsupervised method for training debunked-narrative re-
trieval models that effectively overcomes the reliance on manually annotated training data.
UTDRM introduces a novel approach to synthetically generate large-scale topical claims
from fact-checking articles. A comprehensive comparison with other out-of-the-box, un-
supervised, and supervised models confirm the efficacy of UTDRM in retrieving accurate
debunked claims. In general, UTDRM-MPNet and UTDRM-RoBERTa consistently achieve
the highest scores across all datasets, with UTDRM-MPNet exhibiting slightly better per-
formance.

Furthermore, this study emphasises the importance of corpus size, demonstrating that
larger corpora contribute to improved retrieval performance. The paper also examines
how different factors, such as the quantity of synthetically generated claims used and the
entity inoculation method, influence the performance of UTDRM. While entity inoculation
shows benefits in making models entity agnostic, its effectiveness may be limited to cases
involving narratives that adapt and propagate with different entities.

Additionally, this paper experiments with state-of-the-art LLMs as listwise re-rankers
and compares them to our UTDRM method. While LLMs exhibit slight performance im-
provements over UTDRM on some datasets, their use comes at the cost of lower computa-
tional efficiency, making UTDRM a more practical choice for real-time applications.

Finally, UTDRM allows models to adapt and learn from synthetically generated topical
claims in real-time; thus providing significant benefits in combating ever-evolving topical
misinformation.

9 Limitations and future work
The present work acknowledges certain limitations and identifies several avenues for fu-
ture improvement. Firstly, this study focused solely on English-language datasets and did
not explore cross-lingual retrieval. However, the UTDRM approach can be replicated and
adapted to other languages using pre-trained multilingual language models. Conducting
cross-lingual experiments would provide a more comprehensive understanding of UT-
DRM’s performance and applicability in diverse linguistic contexts, thereby extending its
potential impact in combating misinformation on a global scale. Additionally, future work
can include testing on a broader range of fact-checking articles and exploring novel ap-
proaches to further improve the information retrieval models used in UTDRM.

Appendix
A.1 Hyperparameters
For the T5 claim generator, we fine-tune the base variant of the T5 model14 using a con-
stant learning rate of 1e–4 for 2 epochs, with a batch size of 12. The maximum input tokens
allowed is 512, and the maximum output tokens is set to 64.

The training details for the neural retrieval model are as follows. UTDRM-RoBERTa is
fine-tuned for two epochs with a batch size of 64 and a learning rate of 4e–5. For UTDRM-
MPNet, we fine-tune it for one epoch with a batch size of 64 and a learning rate of 8e–7.
The maximum input sequence length is set to 350, the optimiser used is AdamW and we

14https://huggingface.co/t5-base.

https://huggingface.co/t5-base
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use linear warmup as the learning rate scheduler. Hard negatives for training the neural
retrieval model are mined using the all-mpnet-base-v215 and all-MiniLM-L12-v216 mod-
els because of their demonstrated efficacy .17 BothUTDRM-RoBERTa andUTDRM-MPNet
are validated using the respective dataset’s validation set, and we manually tune the hy-
perparameters based on the evaluation metrics (Sect. 4.3). The hyperparameter bounds
are as follows: 1) Epochs range from 1 to 5, 2) Learning rate ranges from 1e–7 to 1e–5,
and 3) Batch size ranges from 8 to 64, limited by the GPU requirements of the model. The
training time for each epoch ranges from 10 to 15 minutes.

For the baselines, BT and ICT use the same hyperparameters as UTDRM-RoBERTa to
ensure a fair comparison. For SimCSE and TSDAE, we use the same hyperparameters
as stated by the authors in their respective papers [25, 28]. Finally, all experiments are
conducted on a machine with a 24GB NVIDIA GeForce RTX 3090.

A.2 Influence of ChatGPT claims
Table 8 shows the performance of the UTDRM-MPNetmodel trained using different num-
bers of generated claims using ChatGPT (N = 1, N = 2, N = 6, N = 10). The datasets are
divided into two categories: Twitter-based datasets (Snopes, CLEF 22 2A, CLEF 21 2A,
CLEF 20 2A) and political-based datasets (Politifact, CLEF 22 2B, CLEF 21 2B).

From Table 8, we can observe that the model generally performs better on Twitter-
based datasets, with the highest MAP@1 and MRR values of 0.945 and 0.962 respectively,
recorded on the CLEF 20 2A dataset with N = 6 and N = 10 generated claims. In con-
trast, performance on political-based datasets is comparatively lower, with the highest
MAP@1 and MRR values of 0.512 and 0.612 respectively, both recorded on the Politifact

Table 8 Influence of ChatGPT generated claims. The highest scores for each dataset and metric are
in bold

Datasets Metrics ChatGPT Generated Claims

N = 1 N = 2 N = 6 N = 10

Snopes MAP@1 0.811 0.826 0.813 0.811
MRR 0.869 0.882 0.880 0.879

CLEF 22 2A MAP@1 0.904 0.909 0.919 0.923
MRR 0.926 0.929 0.937 0.940

CLEF 21 2A MAP@1 0.876 0.901 0.901 0.896
MRR 0.915 0.931 0.931 0.929

CLEF 20 2A MAP@1 0.940 0.935 0.945 0.945
MRR 0.956 0.955 0.962 0.962

Average MAP@1 0.883 0.893 0.894 0.894
Twitter-based MRR 0.917 0.924 0.928 0.928

Politifact MAP@1 0.461 0.477 0.512 0.496
MRR 0.572 0.593 0.612 0.606

CLEF 22 2B MAP@1 0.346 0.346 0.377 0.385
MRR 0.423 0.424 0.448 0.458

CLEF 21 2B MAP@1 0.310 0.310 0.335 0.342
MRR 0.379 0.381 0.403 0.411

Average MAP@1 0.372 0.378 0.408 0.407
Political-based MRR 0.458 0.466 0.488 0.492

15https://huggingface.co/sentence-transformers/all-mpnet-base-v2.
16https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2.
17https://www.sbert.net/docs/pretrained_models.html.

https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2
https://www.sbert.net/docs/pretrained_models.html
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Table 9 Influence of T5 generated claims. The highest scores for each dataset and metric are in bold

Datasets Metrics T5 Generated Claims

N = 1 N = 2 N = 6 N = 10

Snopes MAP@1 0.811 0.821 0.846 0.851
MRR 0.870 0.879 0.898 0.900

CLEF 22 2A MAP@1 0.900 0.909 0.928 0.928
MRR 0.923 0.930 0.946 0.945

CLEF 21 2A MAP@1 0.886 0.901 0.916 0.906
MRR 0.923 0.933 0.938 0.937

CLEF 20 2A MAP@1 0.935 0.935 0.935 0.935
MRR 0.954 0.955 0.957 0.955

Average MAP@1 0.883 0.891 0.906 0.905
Twitter-based MRR 0.917 0.924 0.935 0.934

Politifact MAP@1 0.484 0.516 0.516 0.500
MRR 0.598 0.628 0.637 0.627

CLEF 22 2B MAP@1 0.392 0.408 0.415 0.415
MRR 0.451 0.473 0.487 0.490

CLEF 21 2B MAP@1 0.348 0.361 0.354 0.367
MRR 0.403 0.420 0.431 0.439

Average MAP@1 0.408 0.428 0.428 0.427
Political-based MRR 0.484 0.507 0.518 0.519

dataset with six generated claims (N = 6). Furthermore, the performance generally tends
to improve with more generated claims, however, there are exceptions. On the Snopes and
CLEF 21 2A datasets, performance dips slightly when increasing generated claims from
N = 2 to N = 10. Overall, these observations suggest that the optimal number of claims to
generate for best performance can vary depending on the specific dataset and whether it
is Twitter-based or political-based.

A.3 Influence of T5 claims
Table 9 shows the performance of the UTDRM-MPNetmodel trained using different num-
bers of generated claims using T5 (N = 1, N = 2, N = 6, N = 10). On the Twitter-based
datasets, the model reaches peak performance on the CLEF 20 2A dataset with N = 6
generated claims (MAP@1 = 0.935 and MRR = 0.957). On political-based datasets, the
model achieves maximum performance on the Politifact dataset with N = 6 generated
claims (MAP@1 = 0.516 and MRR = 0.637). In general, finding an optimal number of gen-
erated claims for the best performance varies depending on the dataset, and the pattern
is different from that of the ChatGPT generated claims (Sect. A.2).

A.4 Entity inoculation motivation
Table 10 illustrates an intriguing aspect of misinformation – it tends to replicate across
diverse contexts and entities, applying similar narratives or themes to varied situations.
The first example shows similar claims about “Crocodiles”. These falsehoods involve the
sighting of crocodiles in flooded city streets but vary by location — Hyderabad, Patna,
Bengaluru, Aligarh and Florida. This shows how a single false narrative can be adapted
to fit multiple geographical contexts, fueling misinformation in different locations. Simi-
larly, The second example shows claims around “Sushant Singh Rajput’s Death” (Table 10).
These false narratives revolve around the demand for a CBI inquiry into the actor’s death.
The narrative remains consistent but the entities change – one claim implicates Rajput’s
father, KK Singh, and the other brings in PM Modi and Amit Shah. These falsehoods il-
lustrate how misinformation can persist by switching the characters.
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In summary, Table 10 highlights the importance of our adopted approach of entity in-
oculation, as detailed in Sect. 6.3. This method involves replacing one randomly chosen
named entity in the generated claims with another random named entity, with the in-
tent to mimic real-world scenarios where similar misinformation narratives disseminate
involving different entities. This emphasises both the adaptability and resilience of mis-
information, underlining the need for effective methods like entity inoculation to detect
debunked narratives.
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