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Abstract
In her 2021 IC2S2 keynote talk, “Critical Data Theory,” Margaret Hu builds off Critical
Race Theory, privacy law, and big data surveillance to grapple with questions at the
intersection of big data and legal jurisprudence. As a legal scholar, Hu’s work focuses
primarily on issues of governance and regulation—examining the legal and
constitutional impact of modern data collection and analysis. Yet, her call for Critical
Data Theory has important implications for the field of Computational Social Science
(CSS) as a whole. In this article, I therefore reflect on Hu’s conception of Critical Data
Theory and its broader implications for CSS research. Specifically, I’ll consider the
ramifications of her work for the scientific community—exploring how we as
researchers should think about the ethics and realities of the data which forms the
foundations of our work.
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1 Introduction
When the U.S. Census first launched in 1790, it included only three categories for race:
“Free white males, free white females” was one category, accompanied by “All other free
persons” and “Slaves.” However, these categories weren’t fixed and were updated with each
decade’s census. By 1890, for example, four of the eight available racial categories were
dedicated to classifying a person’s percentage of “Black blood” down to the level of “one-
eighth or any trace” [1]. This official, government-recorded determination was made by a
census enumerator who would assume a subject’s race by looking at them. It wasn’t until
1960 that people in the U.S. could self-report their own race and only in 2000 that people
could indicate multi-racial identities. Even now, ethnoracial self-identification doesn’t al-
ways align with legal labels, as in the case of Middle East and North African populations
who are legally classified as white in the United States [2].

The ever-changing racial parameters of the U.S. Census illustrates of one of the deepest
challenges to computational work: “data” is not a fixed, unbiased reflection of reality. It is
always the product of a given time and place, of a particular way of conceptualizing and
operationalizing the world. Indeed, the term “race” itself is rare in censuses globally—only
an estimated 63% of countries collect this type of information, with most asking specifi-
cally about “ethnicity” or “national origin” [3]. Furthermore, there is wide global variation
in whether this data is collected through closed or open-ended responses [3], leading to
notable differences in what identities are captured or can even be captured.
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This variation is not just a matter of limitations or incomplete data. Rather, as Kevin
Guyan writes, “Decisions made about who to count, what to count, and how to count
are not value-neutral but bring to life a particular vision of the social world” [4]. Guyan’s
insight stems from his extensive work tracing data collection about queer populations
in the U.K., and points to the same underlying challenge: “Numbers do not speak for
themselves—they always speak for someone” [4]. Importantly, these numbers, and the
decisions that generate them, can have lasting, real-world impact. For example, the racial
categories used in a census may contribute to the systematic undercounting of racially
marginalized populations [5]. How a census is conducted and what constitutes a “fair” al-
lotment of resources based on census data is a social and political question that cannot be
answered with mathematical neutrality [6, 7].

As scientists, we want to think of our data as neutral; as reasonably accurate with pre-
dictable and known dimensions of error. But in reality, data is always a reflection of the
social context which generated it. What is measured and how it’s measured are social deci-
sions, not universal constructs. To further complicate matters, we as researchers are often
embedded in the same social systems which generated the data we study, meaning that we
may not always be aware of the ways in which our social context affects our data. A given
strategy for collecting racial data may seem obvious in one time and place while seeming
nonsensical in another.

In her 2021 IC2S2 keynote talk, “Critical Data Theory,” Margaret Hu, Professor of Law at
William & Mary Law School and Research Affiliate with the Institute for Computational
and Data Sciences at Penn State University grapples with such challenges in the context of
big data and legal jurisprudence [8]. In coining the term “Critical Data Theory,” Hu builds
upon a century of work in Critical Theory, a school of thought which has inspired efforts
in Critical Legal Studies, Critical Race Theory, Feminist Studies, and more [9].

Advanced by scholars of the Frankfurt School in the early 20th century [9, 10], Criti-
cal Theory sought to interrogate the foundational assumptions of society and to conduct
social scientific inquiry aimed at improving society rather than just describing it [11, 12].
The movement responded in part to the empiricist ideals of the Enlightenment, which
assumed that a neutral quantification of reality was both possible and desirable. Perhaps
epitomized by Francis Bacon’s famous axiom that “knowledge is power,” Enlightenment
thinkers held measurement as the pinnacle of human achievement. However, the flaw in
such empiricist thinking became painfully clear amidst the rise of European fascism as the
mantle of scientific inquiry was used to justify eugenics and other abhorrent social projects
[13]. In response, Critical Theory agrees that knowledge is indeed power, but further adds,
as Bent Flyvbjerg put it, that “power is knowledge” [14]. In this way, Critical Theory and
its descendants can perhaps best be understood as a philosophical orientation towards
knowledge production and application. It is not a testable or falsifiable theory comparable
to theories found in the natural sciences. Rather, it is a lens through which to monitor,
evaluate, and be critical of, the scientific process itself.

Critical Theory has particularly flourished within the legal domain under the name Crit-
ical Legal Studies. Initially articulated in the 1970s, Critical Legal Studies focuses on the
social dimensions of law, with particular attention to the role of power [9]. Those with
power write the law and, intentionally or not, the law upholds the interests and perspec-
tives of those who write it [15, 16]. From this broad conception of the law as a social con-
struct, legal theories around the role of race in law [17–19] and the role of gender in law
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[20, 21] began to emerge. The first of these literatures constitutes the legal philosophy
better known as Critical Race Theory.

In defining Critical Data Theory, Hu draws on these traditions to argue that “big data
must be subjected to critical theoretical treatment” [9]. As a legal scholar, Hu’s work fo-
cuses primarily on issues of governance and regulation, examining the legal and constitu-
tional impact of modern data collection and analysis. Yet, her call for Critical Data Theory
has important implications for the field of Computational Social Science (CSS) as a whole.

In this article, I therefore first reflect on Hu’s conception of Critical Data Theory and
then examine its broader implications for Computational Social Science research. Build-
ing off my own background in political communication, civic studies, and computational
social science, I’ll consider the ramifications of her work for the scientific community, ex-
ploring how we as researchers should think about the ethics and realities of the data that
forms the foundations of our work.

2 The call for critical data theory
In her keynote talk, Hu argues for a Critical Data Theory that would serve to “decon-
struct the relationship between law, power, and emerging technological developments”
[8]. She explains that tools of big data, AI, and data science have fundamentally shifted
legal, scientific, socio-economic, and political frameworks of power—particularly as they
relate to the concept of “self.” Increasingly, a person’s identity can be measured and mon-
itored through the trace data [22] they generate as they live life in a digital society [23].
This passively collected data of clicks, scroll time, location, and more has been central
to the ‘big data revolution’ and is tied to the emergence of a concept alternately called
digital personhood [24], the cyber self [25], the networked self [26], or the data self [27].
Hu’s work finds that, within the U.S., these digital identities are increasingly interpreted as
meaningful measures of the “self” and may be used as mechanisms for governing [23]. For
example, through mass cybersurveillance programs, U.S. intelligence agencies construct
“digital avatars” which serve as targets for investigation [23]. Such an “amalgamation of
data” [23] may be used to authorize a drone strike though it may not represent an actual
or known person [23].

Pointing to Critical Race Theory as a foundational inspiration, Hu argues that the pro-
cess of navigating legal understandings of “self” in the context of digital identities parallels
the history of “race negotiation and definition” [9]. As a legal philosophy, Critical Race
Theory contends that concepts of “race” are highly dynamic and actively shaped by so-
cial “hierarchies of law and power” [9]. Just as we saw through the changing history of
racial data collection in the U.S. Census, neither law nor data itself is truly neutral, but
rather emerge from social values, understandings, and ideologies [9]. As a result, regimes
of privilege are maintained by the rule of law despite legal guarantees of equality [9, 18].
Critical Race Theory therefore examines and critiques the construction of these racial hi-
erarchies and the subordination of racialized populations through policy, governance, and
jurisprudence [9, 17, 18].

Critical Data Theory similarly aims to interrogate hierarchies of power, but this legal
scholarship focuses on the constructs that emerge from digital data. Just as Critical Race
Theory aims to highlight that “race is not a static phenomenon or fixed concept” [9], Crit-
ical Data Theory aims to complicate and interrogate the construction of the digital self
[23].
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Hu argues that Critical Data Theory has become necessary as we move from a “small
data world” to a “big data world” [23, 28]. Until recently, our social, legal, and technical
understanding was governed entirely by “small” data: “knowledge that humans can see,
touch, analyze, and perceive without the assistance of supercomputing capabilities” [23].
While both “small” and “big” data are subject to human bias and risk misrepresenting so-
cial constructs as natural facts, Hu argues that the size and scope of this challenge has
grown significantly with the advent of “big” data. In the legal domain, for example, Hu
finds that small data surveillance tends to be technologically and logistically limited, re-
lying on human capacity, judgement, and interpretable evidence that can be seen, shared,
discussed, and debated [23]. Big data cybersurveillance, on the other hand, allows for vast
troves of biometric and bibliographic data to be automatically collected, stored, and ana-
lyzed [28, 29]. In other words, as Hu argues, referencing the work of boyd & Crenshaw, big
data creates new forms of knowledge as well as new processes for producing that knowl-
edge [23, 30].

This suggests that the challenges of big data go beyond the need to articulate standards
for AI ethics or to address algorithmic discrimination. Such work plays an important role
in minimizing harms, but Critical Data Theory more fundamentally aims to “deconstruct
the legal and constitutional impact of big data” and systems of power which enable a big
data world [9]. Specifically, Critical Data Theory interrogates the ways in which big data
and computational analysis “normalize surveillance technologies” within our “day-to-day
governance” [9, 31]. It actively encourages “counterintuituive counternarratives” [9] that
challenge presumed truths about data, data governance, and our digital selves [9]. Hu ar-
gues that this critical approach to data theory works to protect individuals by providing
needed friction between the interests of big tech companies and the State [32]. In other
words, by insisting on the thoughtful development of laws and norms around growing
technologies, Critical Data Theory works to support proper oversight and regulation in
digital spaces.

As a legal scholar, Hu’s conception of Critical Data Theory focuses largely on the legal
and governance implications of advances in data collection and computation. Her work
pays particular attention to issues of cybersurveillance and privacy and she closed her
IC2S2 keynote talk by illustrating how Critical Data Theory can be applied in this space.
Building on Balkin & Levinson’s conception of the National Surveillance State [31], Hu
argues that the era of big data has given rise to a new Cybersurveillance State in which
our digital selves are the primary target for governance [28]. For example, after the 9/11
terrorist attacks the U.S. government began collecting and centralizing massive amounts
of human data in an effort to identify and track potential threats [28]. This continued state
of emergency later gave rise to an immigration policy of “extreme vetting” [33] in which
the U.S. government aimed to build a fully automated tool which would sweep all social
media and internet data in order to anticipate the future intentions of individuals crossing
the border [9]. More recent crises, such as the COVID-19 pandemic, have given further
cause for governments around the world to collect, centralize, and analyze vast quantities
of human trace data [32].

In confronting these massive systems of cybersurveillance, Critical Data Theory re-
minds us that the “digital avatars” [23] constructed from a person’s online presence are
merely a proxy for—and not a true measure of—the person who generated that data. There
may be meaningful signal in that collection of trace data, but we must remain critical of
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what that online persona represents and should resist the temptation to interpret a collec-
tion of passive outputs as a reflection of the true self. Perhaps most critically, we should be
skeptical of efforts which aim to treat this “data self” as an object of governance. A citizen
is not synonymous with the data they generate. One reason this distinction is important
is because it is not possible for a person to know all of the secondary and tertiary ways in
which their online identity can be captured, used, and potentially abused [9]. This means
that even as people become aware of large-scale efforts to leverage their trace data, they
can’t fully curate their online identity and often aren’t aware of micro-targeting efforts
conducted on the basis of that perceived identity.

In short, Critical Data Theory provides important friction around big data systems. It
doesn’t claim this data can’t or shouldn’t be used at all, but rather persistently asks critical
questions of what is being measured and why. Critical Data Theory interrogates who ben-
efits from these systems and calls for us to constantly remember that these methods and
measures are social outputs, “not any transcendent or a priori truth” [9].

3 Critical computational methods
While conceived of as a legal philosophy, Critical Data Theory raises important ques-
tions for computational work more broadly. How can we measure and analyze the world
when the data themselves are subjective? How can we interpret social constructs such
as race and gender while acknowledging that these identities are malleable and shift over
time? How can we aim to understand the world without perpetuating the systems of power
which have defined that world? These questions are not new and are core to critical ap-
proaches employed by social scientists for over a century [9–11].

In thinking about broader implications of Critical Data Theory, I therefore begin by re-
turning to the core insight of Critical Theory that has stretched through the social sciences
for generations: data is never objective, it is merely imbued with the air of impartiality by
systems of power. The role of power in controlling, manipulating, and defining what is
then seen as “neutral” information has been documented in cases around the world [34].
For example, while studying urban planning in Denmark, Bent Flyvbjerg repeatedly found
instances where people with power subtly shaped the terms of debate: not only determin-
ing what information was shared, but more fundamentally controlling what even counted
as information [14]. In the U.S., John Gaventa found similar dynamics playing out in the
Appalachian Valley, as those with power continuously defined the terms of reality for those
without power [35]. Importantly, in all these cases, power doesn’t merely dominate as the
loudest voice in the room: it more perniciously shapes reality [35], determining who gets
to be in the room and what even counts a voice.

The critical lens then presents a fundamental challenge to all efforts of measurement
and quantification. One might be tempted accuse critical approaches of advocating for an
entirely relativistic interpretation of the world, rendering all attempts at standardization
and generalization useless. Yet such a claim oversimplifies and belittles the contributions
of Critical Theory. Mirroring statistician George E. P. Box’s famous phrase “all models
are wrong, but some are useful,” Critical Theory doesn’t end with the claim that “all data is
wrong.” Rather, while wrong, imperfect, and reflections of power, Critical Theory similarly
concedes that some data is useful.

The challenge is that the usefulness of data is often apparent while the “wrongness”
can be easy to forget—particularly for those who benefit from the established systems
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of power. Furthermore, ignoring the role power plays in constructing data and making
meaning can lead to real and lasting harm. James C. Scott argues that many of the worst
human tragedies of the 20th century came about through the uncritical application of ad-
ministrative tools designed to document and standardize society [13]. Scott concedes that
administrative ordering itself—the standardization of names, practices of landownership,
documentation of income, and more—are not inherently bad. These are the necessary
tools of statecraft required to “make a society legible” to the State that governs it [13]. Yet
the forcible application of those measures—attempts by the State to impose a presumed
proper order onto citizens—has led to terrible human atrocities time and time again.

Perhaps this is why Critical Theory has persisted so firmly within the context of legal
studies. Historically, the State has been the primary instrument for quantifying society;
for arbitrating what categories exist and articulating how those categories can be inter-
preted and measured. For example, in 1976 the U.S. Supreme Court heard a case in which
five Black women sued General Motors for employment discrimination [36]. The case not
only asked whether the plaintiffs themselves had been subject to discrimination, but im-
plicitly asked the State to determine whether their doubly-marginalized identities as both
Black and women could simultaneously be taken into account. The court ultimately re-
fused to see these identities as overlapping: although all the Black people General Motors
hired were men and all the women they hired were white, the company did not seem to dis-
criminate on the basis of race alone nor on the basis of gender alone. While individuals in
the dual category of “Black women” did seem to face discrimination, this was not an iden-
tity the State was prepared to recognize and thus the women lost their suit. This example
is one of the cases Kimberlé Crenshaw pointed to in coining the term “intersectionality”
[36] to express the social and legal erasure of Black women and their experiences. The
law upheld the dominant social conception of “race and gender as mutually exclusive cat-
egories of experience and analysis” [36], and the failure to examine this conception with a
critical eye caused real material harm for Black women.

The modern computational context—in which massive amounts of data can be col-
lected, automatically analyzed, and acted upon—has not only raised the stakes of failing
to apply a critical lens but has shifted where and how the quantification of society is nav-
igated. Increasingly corporations, as well as the individual researchers and data scientists
who conduct computational analysis, hold the power to determine what information goes
into the model and how the resulting algorithmic output is used. We are living in an era not
just of the Cybersurveillance State [28], but of the corporate surveillance state—as compa-
nies gather increasingly detailed data about our lives and use that information to influence
our experiences, outcomes, and decisions [37, 38]. In developing curation algorithms and
recommender systems, private companies now have tremendous power over what infor-
mation people come into contact with [39–41]. Private data science models hold power
over who qualifies for loans or gets access to other resources [42]. Public-private partner-
ships have been used to develop automated tools to help judges and other officials with
sentencing decisions [43, 44]. Nearly every aspect of our lives is monitored through data
collection and that data is then used to shape our experiences and perceptions of reality.
And much of this is done beyond the purview of the State.

Much like pre-computational efforts to standardize categories and measures, these big
data mechanism systematically erase some identities—choosing, for example, not to col-
lect or report data on racial and gender minorities who comprise a relatively small share of
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the population [4, 45]. Arguably, this is out of necessity: it is simply not practical nor pos-
sible to develop models which fully account for the complexity of human existence. Yet, if
all models consistently erase these populations—and do so without a critical assessment
of who is being erased and why—this approach truly can cause harm to the people who
are systematically not counted or are otherwise misrepresented by measurements. Fur-
thermore, the lasting reification of measurement from Enlightenment-era thinking can
compound this problem, as the algorithmic output generated by simplified data and mod-
els is erroneously interpreted as reflecting some natural truth [46–48].

Consider, for example, the case of Large Language Models (LLMs) which have consis-
tently shown to reflect gender bias through the terms, occupations, and assumptions as-
signed to the binary genders of “male” and “female” while simultaneously failing to account
for any other genders. In itself, such “algorithmic bias” is not inherently bad. Indeed, the
output of these models is merely a reflection of the data which went into them. This means
that bias in algorithmic output can actually be a useful tool for interrogating bias in the
society which generated that model’s data. This is the critical approach to computational
analysis—an ongoing process of continually questioning why and how data was generated
and examining the structures of power which influenced that genesis. The real problem
of algorithmic bias occurs when these outputs are interpreted uncritically—when a so-
ciety’s assumptions and bias are codified into technological systems which both repeat
and reinforce that bias. This non-critical approach occurs when socially-generated data is
implicitly assumed to reflect the natural order of society, suggesting that it can be unques-
tionably used in search engines, predictions tasks, classification efforts, or other systems
which serve to support the established ordering of society.

All of this suggests that Critical Data Theory is needed not only as a legal philosophy, but
as a computational philosophy: as a pro-active standard for constantly questioning what
is measured, how its measured, and why its measured. As Hu suggests, it is absolutely
essential for legal scholars to examine how systems of big data seep into our governance
and to push back on efforts to treat our “digital avatars” [23] as the object of governance.
But the promise of Critical Data Theory goes beyond such legal efforts. As private inter-
ests increasingly control the mechanisms through which society measures, organizes, and
standardizes, Critical Data Theory ought to expand to broadly encompass all sites of com-
putational analysis. Building off the roots of Critical Theory, such a Critical Data Theory
would work to ensure that neither data nor output is unquestionably accepted at face value.
It would add, as Hu puts it, a needed element of “friction” to this work [32]—demanding
researchers, public and private, consistently think critically about their work and its po-
tential impact on individuals and society.

4 Committing to critical computational social science
The call for critical computational social science is not new [45, 49–52]. Indeed, one might
argue that the “social science” part of CSS implies or even demands taking a critical per-
spective. After all, one can’t truly study the social world without attention to the human
systems which shape and define that world [53]. Personally, I would like to see critical the-
ory assumed as part of the definition of CSS. Work that happens to take a computational
approach to social systems is not automatically “Computational Social Science.” Rather,
true CSS requires a respect for social science theory and an understanding of the social
mechanisms which underlie the methods and data we use.
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Yet, in the current time and place—where the technological capacity to use big data
and computational methods doesn’t require social science training—it is worth explicitly
noting the “critical” piece of Computational Social Science. Data scientists who work with
data generated by or impacting humans should be trained in critical methods. Questioning
the provenance and implications of such social data should be expected as a matter of
course. Again, these data are unarguably useful, but we must remember that they are also
wrong. And ignoring the ways in which they are wrong can lead to real harm [13, 36, 46].

A key challenge here is that it may not be readily apparent to researchers how to go
about applying a critical approach, or what such an approach might look like. Particularly
for scholars trained in empiricist traditions, the admonition to “think critically” about your
data risks sounding trite and underspecified. An empiricist approach would expect rules,
tests, and procedures for identifying and rectifying data issues. For example, there is a
growing literature around how to “correct for bias” by minimizing its impact on down-
stream tasks [54, 55]. Such literature applies an important band-aid and helps interrupt a
cycle in which biased human-generated data is used to train biased algorithmic systems.
Yet, critical approaches intentionally push back on the very notion of being able to “cor-
rect” for bias.

At its heart, critical methods are about examining, confronting, and interrogating sys-
tems of power—a term which Julie E. Cohen eloquently refuses to define in her book, Be-
tween Truth and Power. “The essence of power lies precisely in its ability to shape-shift—
to elude the perfect, crystalline characterizations,” she writes [38]. “Power in operation is
pragmatic, seeking and finding paths of least resistance and mobilizing the practical and
conceptual resources that appear ready to hand” [38]. Critical approaches acknowledge
this “shape-shifting” nature of power and similarly refuse to define precise antidotes to its
influence. Rather, researchers must continually interrogate—based on their own position-
ality and research context—how systems of power may influence their data, their methods,
and their results.

For example, there are many studies for which it is entirely reasonable and appropriate
to include a demographic analysis—examining behaviors by race, gender, or other per-
sonal characteristics. Yet, as we have seen, both race [17–19] and gender [4, 20, 21, 45]
are social constructs, shaped by systems of power. Any effort to classify people by race
and gender will necessarily simplify what categories of race and gender are considered,
and will likely misclassify some people into categories they wouldn’t, or would prefer not
to, self-select. Furthermore, as we saw in the discussion of intersectionality [36], treating
“race” and “gender” as separate constructs further obscures some identities by implying,
for example, that all women share a collective experience.

A critical approach to computational social science wouldn’t argue that such racial or
gender classification is never appropriate but rather would encourage researchers to be
continuously critical of the role power plays in such analysis. What categories of race or
gender do you analyze? Why? Do you assume these are the only categories available? That
everyone must fit into a single category? How do you treat observations that don’t fit into
these categories? How do you talk about these categories—as natural truths or as a prag-
matic simplification? These are the questions of critical computational social science, and
they must be consistently and methodically interrogated [50].
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5 Conclusions
Hu’s argument for Critical Data Theory provides a valuable framework for articulating the
need for critical approaches in computational social science; for encouraging “counterin-
tuitive counternarratives” [9] and consistently interrogating the systems of power which
shape our assumptions and perspectives. In short, Critical Data Theory outlines a philoso-
phy that can help us all better commit to conducting critical computational social science.
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