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Abstract
The Russian invasion of Ukraine in February 2022 was accompanied by practices of
information warfare, yet existing evidence is largely anecdotal while large-scale
empirical evidence is lacking. Here, we analyze the spread of pro-Russian support on
social media. For this, we collected N = 349,455 messages from Twitter with
pro-Russian support. Our findings suggest that pro-Russian messages received
∼251,000 retweets and thereby reached around 14.4 million users. We further provide
evidence that bots played a disproportionate role in the dissemination of pro-Russian
messages and amplified its proliferation in early-stage diffusion. Countries that
abstained from voting on the United Nations Resolution ES-11/1 such as India, South
Africa, and Pakistan showed pronounced activity of bots. Overall, 20.28% of the
spreaders are classified as bots, most of which were created at the beginning of the
invasion. Together, our findings suggest the presence of a large-scale Russian
propaganda campaign on social media and highlight the new threats to society that
originate from it. Our results also suggest that curbing bots may be an effective
strategy to mitigate such campaigns.
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1 Main
On February 24, 2022, Russia invaded Ukraine [1, 2], thereby escalating the Russo-
Ukrainian war that began with the annexation of Crimea in 2014 [3]. As of now, the war
has led to a major energy crisis [4], global food shortages [5], and one of the largest refugee
crises with more than 7 million Ukrainian refugees [6]. The invasion was later deplored by
the United Nations (UN) General Assembly, with 141 countries approving Resolution ES-
11/1, 5 countries voting against (e.g., Belarus, North Korea), and 35 countries abstaining
(e.g., India, South Africa, and Pakistan) [7].

A widespread concern is that practices of modern warfare in form of large-scale Russian
propaganda campaigns are used to shape the narrative around the war, yet corresponding
research is still nascent. On the one hand, the Russian government enforced new legisla-
tion exerting power over traditional media outlets to persuade citizens to support the war.
As a result, domestic media outlets are forced to adopt the official narrative [8–10]. On the
other hand, Russian propaganda has been suspected to influence other countries outside
Russia, in particular, by using social media to promote hostility against the West. Here,
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one goal could be to diminish the support for sanctions against Russia and to weaken the
support for Ukraine, especially in countries that have abstained from approving the United
Nations Resolution ES-11/1 deploring the invasion. However, evidence of Russian propa-
ganda campaigns from the 2022 invasion of Ukraine is so far purely anecdotal, whereas
rigorous empirical evidence is missing.

Russian propaganda has been documented in several Western countries during previ-
ous conflicts [11, 12]. Oftentimes, the underlying narratives are recycled from past pro-
paganda campaigns [13, 14] and aim to destabilize democratic countries by sowing doubt
and polarizing citizens [13]. With the rise of the Internet, propaganda campaigns increas-
ingly make use of social media. This gives rise to growing concerns that social media may
be strategically used to increase political division and influence public opinion as a tool of
modern warfare [15–18]. For example, a coordinated social media campaign was launched
by a Russian organization known as the Internet Research Agency (IRA) during the 2014
Russo-Ukrainian conflict [16, 19]. The IRA has also been suspected of meddling in sev-
eral elections. Among others, the IRA aimed to influence the outcomes of the 2016 U.S.
presidential election [20–26], even though the influence on voting behavior has been ques-
tioned [27]. Other examples of foreign influence operations through the IRA are, e.g., the
U.K. Brexit Referendum [28], and the 2017 French presidential election [29]. Yet, the afore-
mentioned works focus on historical tactics of the IRA, while it is likely that the tactics
of Russian foreign influence operations have become more refined over time. For exam-
ple, in 2016, the IRA primarily employed trolls (rather than automated accounts such as
bots) to influence foreign events [30], and Twitter has taken actions to find and remove ac-
counts associated with the IRA [31]. Hence, it is likely that social media campaigns such as
from Russian propaganda have become more advanced over time and employ new tactics,
which thus pose the need for new, large-scale empirical evidence.

A particular threat of social media is that propaganda campaigns can reach online ex-
posure at an unprecedented scale. While previous campaigns from the IRA relied largely
upon trolls to spread propaganda [30, 31], it is likely that current influence operations
make increasing use of bots. Generally, bots allow producing high volumes of software-
controlled social media profiles at low cost [32]. Previously, bots have been deployed to
spread disinformation, fake news, and hate speech on social media [20, 33–35]. In partic-
ular, they aid in the spread of low-credibility content (e. g., misinformation, false news) by
amplifying early-stage diffusion [20]. Despite that bots post and receive less retweets than
humans in social media networks, bots still attract more attention than human accounts
[36] and thus can proliferate content that would otherwise not go viral [35]. An example
of this was seen by the role of bots in the 2016 U.S. presidential election [21, 24, 37]. The
result is that bots have the potential to shape the online discourse, radicalize users, and
amplify social division [16, 34]. In the context of Russian propaganda, anecdotal evidence
suggests that Russia invested in automated disinformation tools and “bot farms” for many
years [16, 19, 38]. This raises the concern that pro-Russian bots may fuel and amplify Rus-
sian propaganda efforts also during the 2022 Russian invasion of Ukraine.

In this paper, we analyze the spread of pro-Russian support on social media. For this,
we collected N = 349,455 messages from February through July 2022 with pro-Russian
content from Twitter. Our analysis is three-fold. First, we analyze the overall reach of the
pro-Russian messages. We find that pro-Russian messages received more than ∼251,000
retweets and thereby reached ∼14.4 million users. Second, we analyze the strategy with
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which pro-Russian messages were disseminated. In particular, we document a dispropor-
tionate role of bots, which suggests the presence of a coordinated campaign: ∼20.28% of
the spreaders are classified as bots, and most of them were created at the beginning of the
invasion. Third, we study between-country heterogeneity in the impact of bots and find
pronounced bot activity in countries abstaining from voting on United Nations Resolution
ES-11/1 such as India, South Africa, and Pakistan. Together, our findings provide evidence
for a Russian propaganda campaign, which was disseminated widely on social media and
was amplified by bots in the early diffusion. Finally, our findings have important impli-
cations for designing effective counter-strategies to mitigate societal threats from propa-
ganda in modern warfare.

2 Methods
2.1 Data collection
The data for this study were collected from the social media platform Twitter (http://
twitter.com). Twitter was chosen because it is widely used for news consumption (in ad-
dition to entertainment) [39] and because of its high popularity in various parts of the
world including Western, African, and Asian countries [40]. This is different from other
social media platforms that sometimes have only a narrow user base in a specific geo-
graphic region, whereas our choice should allow us to study cross-country heterogeneity
in pro-Russian support.

We queried the Twitter API v2 (Academic Research track) [41] for messages (source
tweets, retweets, and replies) from February 1, 2022 through July 31, 2022. For this, we
first defined a “seed” search query which we then expanded iteratively. Specifically, we
started with the hashtag #istandwithrussia, which was a widespread hallmark of
pro-Russian support on Twitter and among the most trending hashtags on both March
2 and March 3, 2022. We then analyzed a random subsample of 1000 messages to search
for other pertinent hashtags that may have been used to signal pro-Russian support. As a
result, we identified three additional common hashtags with a clearly pro-Russian conno-
tation (i. e., #standwithrussia, #istandwithputin, and #standwithputin),
and we then queried Twitter also for these hashtags. Note that the above hashtags likely
capture the bulk of messages with pro-Russian hashtags on Twitter. The reason is that
other (less common) hashtags that may also be indicative of pro-Russian support are typ-
ically used in conjunction with at least one of these hashtags (see the example messages
in Additional file 1 Table S1).

We decided to use hashtags, instead of keywords, as search terms for multiple reasons.
(1) The chosen hashtags went surprisingly viral in March 2022 and were suspected to be
part of a larger propaganda campaign [42–44]. Hence, to provide large-scale, empirical
evidence of such a campaign, an analysis based on messages containing these hashtags is
necessary. (2) The use of hashtags is more strict than the use of keywords as search terms.
This way, we ensured to only record messages that were likely part of the coordinated
propaganda campaign. (3) The query hashtags contain distinct pro-Russian stances that
more general keywords do not cover. This ensures that we capture pro-Russian support
on Twitter rather than a more general discussion of the invasion.

Overall, our dataset consists of N = 368,762 messages (i. e., source tweets, retweets,
and replies) with pro-Russian hashtags that were posted by 139,591 different users. The
majority of messages (80.93%) was written in English.

http://twitter.com
http://twitter.com
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2.2 Preprocessing
While our data collection allows for comprehensive coverage, the use of pro-Russian hash-
tags does not always equate to a pro-Russian stance. For example, users expressing an
anti-Russian view sometimes employ pro-Russian hashtags to connect to the existing dis-
course. Similarly, Western news media report on the information warfare using the pro-
Russian hashtags. After manual inspection, we found several false positives in our dataset,
that is, Twitter messages that express an anti-Russian view or journalistic content, even
though the message still uses a pro-Russian hashtag (e. g., #istandwithrussia). To
remove false positives, we proceeded as follows. (1) We manually identified a list of 19 dif-
ferent anti-Russian and anti-Putin hashtags (e. g., #stopputinnow, #stoprussia).
Note that we selected only hashtags that clearly shift the stance of a Twitter message, and,
thus, one would not expect to find these hashtags in pro-Russian messages. The list is in
Additional file 1 Table S4. (2) We discarded all messages containing one or more of the
aforementioned hashtags. (3) We manually checked all verified accounts in our dataset
and identified 44 Western news media outlets (e. g., NBC News, The Times). We used our
common knowledge, as well as the biographies and queried messages of verified accounts
to identify these news media outlets. The list is in Additional file 1 Table S5. We then dis-
carded all messages from the aforementioned Western news outlets (as well as retweets of
those messages) as they were merely reporting on Russian propaganda on Twitter using
the query hashtags.

Overall, the filtering removed 19,307 messages (i.e., 5.24%). The resulting dataset con-
tains N = 349,455 pro-Russian messages from 132,131 users, out of which 250,853 mes-
sages (71.78%) were retweets.

2.3 Dataset with pro-Ukrainian support
To compare pro-Russian and pro-Ukrainian support on Twitter, we collected a second
dataset via the Twitter API v2 [41]. We performed the search analogous to the above;
that is, we limited the search to the same time frame (February 1, 2022–July 31, 2022)
and used a comparable set of hashtags in our search query: #istandwithukraine,
#standwithukraine, #istandwithzelensky, and #standwithzelensky.

We applied the same preprocessing procedure to the messages with pro-Ukrainian sup-
port. To remove false positives, we identified five anti-Ukrainian hashtags that clearly shift
the stance of the messages (see Additional file 1 Table S6). Overall, the filtering removed
461 messages. This left us with N = 9,818,566 messages (i.e., source tweets, retweets, and
replies) posted by 2,079,198 users, which we consider as pro-Ukraine. Unless stated oth-
erwise, all analyses in the main paper refer to the dataset with pro-Russian support (and
not to the dataset with pro-Ukrainian support).

2.4 Human validation
We validated our preprocessing approach against human annotations following best prac-
tices [45]. Specifically, we recruited workers from Prolific (https://www.prolific.co/) and
asked them whether a tweet was pro-Russia or pro-Ukraine. The annotators could select
“pro-Russia”, “pro-Ukraine”, or “neutral/unclear/unrelated” as possible answers. For both
datasets, we sampled 50 messages that were removed and 50 messages that remained af-
ter preprocessing. Messages that were removed from the pro-Russian dataset were con-
sidered pro-Ukrainian and vice versa. In accordance with best practices [45], we split the

https://www.prolific.co/
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validation into two batches of 100 messages each to avoid fatigue. Each dataset was anno-
tated by three workers. The workers were subject to a strict screening procedure: residency
in UK/US/AUZ, English as a first language; enrollment in an undergraduate, graduate, or
doctoral degree; a minimum approval rate of 95%; and a minimum of 500 completed sub-
missions on Prolific. We used the majority label for the final validation.

For the Russian dataset, we obtained a moderate agreement between the human annota-
tors (Krippendorff’s α = 0.49 and Fleiss’ κ = 0.49). The majority label from the annotators
and the label from our preprocessing were in fair agreement (Cohen’s κ = 0.36) when we
considered the neutral/unclear label. When removing messages that were labeled as neu-
tral/unclear, we obtained substantial agreement (Cohen’s κ = 0.7) between the annotators
and our preprocessing labels. Similarly, we obtained moderate agreement of annotators for
the pro-Ukrainian dataset (Krippendorff’s α = 0.52 and Fleiss’ κ = 0.51). The annotated
majority label and our preprocessing label had moderate agreement (Cohen’s κ = 0.56)
when considering the neutral/unclear label and substantial agreement (Cohen’s κ = 0.71)
without the neutral/unclear label. Overall, this validates the reliability of our preprocess-
ing approach.

2.5 Bot detection
We followed earlier research [20, 46, 47] and identified bots using Botometer [48].
Botometer is a supervised machine learning classifier that assesses the likelihood of an
account being a bot using different features derived from the account, the friendship net-
work, and different linguistic features. Previous research has empirically shown that bot
detection via Botometer is highly accurate (area under the receiver operating curve [AU-
ROC] of 0.96) [49]. Moreover, Botometer is well maintained, updated regularly to incor-
porate state-of-the-art data and methods, and has been widely adopted in research [50].
We directly accessed Botometer API [51] maintained by the Indiana University Observa-
tory on Social Media. Botometer then returns the probability of an account being a bot.
In line with previous research [20], we classified accounts with Botometer scores > 0.5 as
bots. Overall, the Botometer API returned bot scores for 82,604 users (62.5%). Accounts
that could not be matched onto human vs. bot due to Twitter’s content moderation efforts
were excluded from analyses that specifically differentiate between bot vs. human.

We validated the share of bots detected by Botometer [48] using Bot Sentinel [52]. Bot
Sentinel is a machine learning classifier for inappropriate accounts on Twitter, which in-
cludes bots, trolls, and coordinated accounts (with a high accuracy of 95% [52]). It re-
quires at least ten sample messages per account to make classifications, which highly lim-
its the number of accounts in our dataset that can be validated. We let Bot Sentinel classify
the subset that fulfilled the requirements, which amounted to 2661 accounts. The agree-
ment between the classifications of Botometer and Bot Sentinel on this subset is 61.93%.
This can be explained by the slightly different definitions by which accounts are flagged.
Botometer is designed to detect bots, whereas Bot Sentinel is designed to detect inappro-
priate accounts, i.e., a much broader concept. Yet, the algorithms show a high agreement
regarding the share of bots and humans: Botometer classifies 25.29% of the accounts as
bots while Bot Sentinel classifies 26.53%. This suggests that the Botometer is able to accu-
rately classify the share of bots in our data. Moreover, the main conclusions of our analysis
did not change when considering only the validation set classified by Bot Sentinel in our
analysis: India, South Africa, and the U.S. remain the main targets for bots.
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2.6 Location analysis
To infer the geographic location where users are active, we applied the following proce-
dure. (1) Users sometimes directly tagged their geolocation in messages in the form of a
country code. In our dataset, this allowed us to identify the country location for 0.6% of
the users in our dataset. (2) Otherwise, we analyzed the self-reported location in a user’s
Twitter profile. In our dataset, this information was available for around 59% of the users.
We then entered the self-reported locations into Python Geocoder [53], which extracts
real-world locations based on the OpenStreetMap API [54]. The API returns the spatial
coordinates of the real-world location and an accuracy score, i.e., an estimate of how well
the model was able to match the input to a real-world location. To account for incorrect or
invalid locations, we filtered the results based on the accuracy that the Python Geocoder
returns. We analyzed the distribution of the accuracy scores and found a bimodal distri-
bution with a valley at 0.45. We manually inspected the self-reported locations with an ac-
curacy below 0.45 and subsequently set the threshold accordingly, discarding all geocode
annotations with an accuracy below 0.45. (3) For users with neither geotagged messages
nor a valid, self-reported location, the location was determined using the following heuris-
tic. Specifically, we assumed that users live in the same country as their followers and, we
thus approximated a user’s country location through the country location of their follower
base. Hence, for the remaining users with no location, we extracted the top 1000 followers
each using the Twitter API v2 Users Endpoint [55]. We then geocoded the self-reported
locations of the followers (where possible) and computed their geometric median. Sub-
sequently, we mapped the spatial coordinates onto country codes using the “naturalearth
geometry” in GeoPandas v0.11.1 [56], which we then used as the estimated country of res-
idence. Overall, the steps (1)–(3) yielded location information for 70.19% of all users in our
dataset. The relative frequency of bots in each country was computed as the mean number
of bots among the classified users of that country in our dataset. We later also perform ro-
bustness checks: we plot only the accounts from steps 1 and 2 without the followers proxy
(see Additional file 1 Figure S3) and we plot humans, bots and accounts without bot score
information separately (see Additional file 1 Figure S4).

We further validated our approach in two steps. First, we validated the accuracy of the
Python Geocoder [53]. For this, we sampled 750 users for which Twitter was able to ob-
tain a geotag of the message and that also provided a self-reported location. Analogous
to above, we entered the self-reported locations into the Python Geocoder and obtained
spatial coordinates for 599 users after applying a threshold of 0.45. We obtained an almost
perfect agreement (Cohen’s κ = 0.92) between the country code provided by Twitter and
the country code provided by the Python Geocoder [53]. This proves that the country
codes obtained through the Python Geocoder are highly accurate. Second, we validated
our assumption that users live in the same country as their followers. For this, we ex-
tracted the top 1000 followers for the same sample of 750 users as above. Analogously, we
geocoded the self-reported locations of the followers and computed the geometric me-
dian to obtain the country of residence. This yielded an estimated location for 452 users,
which were in almost perfect agreement (Cohen’s κ = 0.81) with the true country of the
validation set.

2.7 Retweet network
To visualize the retweet network, we represented individual users as nodes and retweets as
edges. We colored the nodes and edges based on the country of origin of the corresponding
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accounts (India = purple, U.S. = blue, and South Africa = green). In our implementation,
we built the network using networkx [57] and used the software Gephi v0.9.7 [58] for
visualization. For better readability, we applied a weighted degree filter of 10 and used the
filter “giant components”, so that only nodes with a large number of retweets remained.
Since the retweet network is undirected, the weighted degree refers to the number of in-
and outgoing retweets a node has. We later also perform a robustness check where we
plot the retweeting network for users where no bot score information was available (see
Additional file 1 Figure S5).

3 Results
3.1 Pro-Russian support on social media
Our analysis is based on Twitter messages posted between February through July 2022 that
used the hashtags #istandwithrussia, #standwithrussia, #istandwith-
putin, and #standwithputin. We applied further filtering rules to select only mes-
sages where the content was pro-Russian (see Methods). Overall, this yielded N = 349,455
messages. The messages further generated nearly 1 million likes. To measure the global
exposure to pro-Russian messages, we estimated the overall readership based on the num-
ber of unique users that followed authors of pro-Russian messages in our dataset [59],
amounting to ∼14.4 million users.

The messages in our dataset are fairly diverse (see Additional file 1 Table S1). For ex-
ample, some messages contain only a series of hashtags (e. g., “#IStandWithPutin
#isupportrussia #Putin #standforrussia #StandWithPutin #Indi-

aWithRussia”), while others state verbal affirmations of support for Putin or hate
against Ukraine or NATO countries. Examples of the latter are: “@RWApodcast I liter-
ally love Putin. The most honest leader in the world. #istandwithrussia” and “US
is responsible for more than 81% conflicts in the world. The real war criminal is US. US
should be completely isolated on the global stage #IStandWithPutin #RussiaArmy

#IStandWithPutin”. By analyzing popular hashtags, we also see that several of them
are unique to expressing a pro-Russian sentiment (see Additional file 1 Table S3). Exam-
ples are, e. g., #hypocrisy (posted 5682 times), #doublestandards (posted 2552
times), and #stopnato (posted 2156 times).

Pro-Russian messages showed distinctive temporal patterns (see Fig. 1) that coincided
with the day that the United Nations General Assembly adopted Resolution ES-11/1 de-
ploring the invasion (March 2, 2022). For example, peaks in the message volume occurred
on March 2, 2022 (64,738 pro-Russian messages), March 3, 2022 (103,772 pro-Russian
messages), and March 4, 2022 (66,794 pro-Russian messages), respectively. A fine-grained
analysis showing temporal dynamics of the number of bot and human messages can be
found in Additional file 1 Figure S1.

Further, on the day of the UN vote (March 2, 2022), ∼41.7% of the posted messages
can be traced back to India, followed by Pakistan (∼5.9%) and Nigeria (∼2%). In contrast,
on the day after the UN vote (March 3, 2022), the majority of the messages were posted
from the U.S. (∼14.1%), Nigeria (∼10.5%), and India (∼10%). Apparently, messages from
the U.S. were surprisingly rare on the day of the UN vote, despite that the majority of
the Twitter user base is from the U.S. [40]. This suggests that pro-Russian support was
potentially disseminated through a campaign targeting specific countries, for which we
provide evidence in the following.



Geissler et al. EPJ Data Science           (2023) 12:35 Page 8 of 20

Figure 1 Temporal dynamics of pro-Russian support. The plot shows the number of pro-Russian messages
during the first two weeks of the invasion. The peak on March 2, 2022, coincides with the day the United
Nations General Assembly adopted Resolution ES-11/1 deploring the invasion. Inset: volume of pro-Russian
messages for the entire time period of the dataset

Figure 2 Spreaders of pro-Russian messages. (a) Dates on which accounts were created. Here, the time axis
starts with the inception of Twitter in 2006. (b) Dates on which accounts were created. Here, the time axis
starts shortly before the beginning of the 2022 Russian invasion

3.2 Spreading dynamics of pro-Russian support
Pro-Russian messages have been spread by 132,131 accounts (see Additional file 1 Table S7
for a list of influential accounts). To analyze the role of bots in the spread of pro-Russian
messages, we used Botometer [48] to classify accounts according to humans and bots.
For each account, we computed a bot score (ρ ∈ [0, 1]), which can be interpreted as the
level of automation of that account [20]. A threshold of 0.5 is typically used to classify an
account as likely human or likely bot (see Methods for details). Using this method, 20.28%
of the accounts were categorized as bots. Hence, bots played a critical role in spreading
pro-Russian messages.

Accounts from humans and bots showed a clear difference in when the accounts were
created (Fig. 2a). Accounts classified as bots tended to have been created more recently
than accounts classified as humans. Notably, there also was a clear peak in the number of
newly created bots, which coincided with the beginning of the invasion on February 24,
2022 (Fig. 2b). A robustness check showing the creation dates of accounts for which a bot
score could not be assigned is provided in Additional file 1 Figure S2.
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To further quantitatively characterize the spreading dynamics of pro-Russian support,
we collected an additional dataset with pro-Ukrainian messages that were posted on Twit-
ter between February 2022 through July 2022 (see Additional file 1 Table S2). We first com-
pared the number of bots spreading pro-Russian messages (20.28%) with the number of
bots spreading pro-Ukrainian messages (14.25%). Here, we find that pro-Ukrainian sup-
port was spread by significantly less bots than pro-Russian support (Kolmogorov-Smirnov
(KS) test [60]: D = 0.062, p < 0.001). We then compared spreaders of pro-Russian vs. pro-
Ukrainian support in terms of the number of followers (Fig. 3a): Pro-Russian support-
ers had a substantially smaller number of followers with a mean of only 1690 followers,
whereas the mean number of followers was 2248 for pro-Ukrainian supporters (KS test:
D = 0.049, p < 0.001). The number of followers is typically interpreted as a proxy for the
social influence of online users [59], implying that spreaders of pro-Russian support had
a comparatively smaller social influence than spreaders of pro-Ukrainian support.

We further find heterogeneity in the online virality of pro-Russian and pro-Ukrainian
support. For this, we compared the number of likes, replies, and retweets that pro-Russian

Figure 3 Online virality of pro-Russian vs. pro-Ukrainian support. Here, we compare complementary
cumulative distribution functions (CCDFs) for: (a) the number of followers; (b) the number of likes; (c) the
number of replies; and (d) the number of retweets. The former was computed at the user level, while the
latter three were computed at the tweet level. Statistical comparisons are based on Kolmogorov-Smirnov (KS)
tests [60]. All distributions span several orders of magnitude, implying that there was a substantial share of
pro-Russian messages that went viral
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vs. pro-Ukrainian source tweets received (Fig. 3b–d). On average, pro-Russian source
tweets received 12.97 likes, 1.16 replies, and 3.38 retweets. The corresponding numbers
were significantly smaller than for pro-Ukrainian source tweets, which, on average, re-
ceived 28.35 likes, 1.22 replies, and 6.56 retweets (KS tests: D = 0.084, p < 0.001; D = 0.044,
p < 0.001; and D = 0.066, p < 0.001, respectively). Thus, pro-Russian support tended to be
less viral than pro-Ukrainian support. Note however that, for both pro-Russian and pro-
Ukrainian support, we observe very broad distributions spanning several orders of mag-
nitude. Hence, there was still a substantial proportion of pro-Russian messages that went
viral.

3.3 Cross-country heterogeneity in the exposure to pro-Russian support
To analyze the cross-country heterogeneity in pro-Russian support, we inferred the geo-
graphic location of the underlying user accounts (see Methods). Evidently, the countries
with the most accounts spreading pro-Russian messages were India, the United States,
South Africa, and Nigeria (Fig. 4a). The pronounced role of these English-speaking coun-
tries in spreading pro-Russian messages may be partially explained by the use of English
hashtags as search queries. However, these countries also show a high percentage of pro-
Russian supporters in comparison to the overall number of Twitter users in that country
(see Table 1). Moreover, pro-Russian support was disproportionally high in countries that
abstained from voting on the United Nations Resolution ES-11/1 (such as India, South
Africa, and Pakistan) relative to other English-speaking countries (such as the United

Figure 4 Cross-country differences in the spread of pro-Russian support. Here, we inferred the geographic
location of accounts (see Methods). (a) Number of users per country (log scale). (b) Relative frequency of bots
per country (in %)
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Table 1 Total number of Twitter users per country (in millions) and the relative frequency of
pro-Russian supporters in our dataset. The total number of Twitter users is based on data from 2022
[40, 61–63]. We selected the ten leading countries with the highest number of Twitter users. In
addition, we included Nigeria, South Africa, and Pakistan, due to their relevance to our analysis

Country Twitter users (in millions) pro-Russian supporters (in %)

Nigeria 0.32 2.290
South Africa 2.85 0.263
Pakistan 3.40 0.161
India 23.60 0.085
United Kingdom 18.40 0.030
Canada 7.90 0.028
United States 76.90 0.021
Indonesia 18.45 0.003
Saudi Arabia 14.10 0.002
Mexico 13.90 0.002
Turkey 16.10 0.002
Brazil 19.05 0.002
Japan 58.95 0.001

States, the United Kingdom, and Australia). Subsequently, we computed the relative fre-
quency of bots across countries (Fig. 4b). Several of the countries with many pro-Russian
messages also showed a pronounced role of likely bot activity: 24.2% of the accounts in In-
dia were bots, 23.9% in the United States, 10.2% in South Africa, and 7.9% in Nigeria. The
patterns remained robust across different methods for inferring geographic locations (Ad-
ditional file 1 Figure S3). We also conducted a robustness check in which the locations of
humans, bots, and accounts without bot scores were mapped separately and found robust
patterns (see Additional file 1 Figure S4).

Overall, countries that abstained from the UN vote had the highest relative frequency of
bots (20.3%), in comparison to countries that voted against (14.9%) or approved (16.6%)
the UN Resolution ES-11/1 (one-way ANOVA test: F = 84.73; p < 0.001). Hence, countries
abstaining from the UN vote (e.g., India, South Africa) have been prime targets of bots
circulating pro-Russian support. Supplement A provides a content analysis that further
substantiates the connection between countries and the UN vote.

We also compared the cross-country heterogeneity of pro-Russian support to pro-
Ukrainian support (see Fig. 5). We find a larger focus of pro-Ukrainian support in the
U.S. and European countries. Countries that were highly active in spreading pro-Russian
support such as South Africa, Pakistan, and Nigeria were not as active in spreading pro-
Ukrainian support. Furthermore, we compared the relative frequency of bots of pro-
Ukrainian supporters. Similarly to pro-Russian support, we found a pronounced bot activ-
ity in India (28.57%) and South Africa (16.67%). In contrast, the United States and Nigeria
showed less to no bot activity (11.42% and 0%, respectively).

3.4 Retweet network
We analyzed the network diffusion patterns of pro-Russian support and especially how
bots promoted its spread. First, we examined the retweet dynamics with which pro-
Russian messages were disseminated across different account types (Fig. 6a). humans
tended to primarily retweet other humans rather than bots. bots, in return, tended to
mainly retweet humans but retweeted other bots only rarely. This indicates that bots drove
the spread of pro-Russian support primarily by exposing humans to human-generated,
pro-Russian messages.
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Figure 5 Cross-country differences in the spread of pro-Ukrainian support. Here, we inferred the geographic
location of a subsample of pro-Ukrainian accounts (see Methods). (a) Number of users per country (log scale).
(b) Relative frequency of bots per country (in %)

The retweet network of individual accounts revealed several clusters in which pro-
Russian messages primarily circulated (Fig. 6b–d). By matching accounts to their geo-
graphic location, we find that some of the clusters were of large geographic homogene-
ity. In particular, we could map two of the clusters to users from India and South Africa,
both of which were two major countries that abstained from the UN vote. These coun-
tries exhibited relatively isolated retweet networks in which pro-Russian messages were
able to infiltrate the local online communities with little external influence. In compari-
son, accounts from the U.S. did not show the same geographic clustering but were more
broadly scattered over the retweet network. This suggests that there may have been dif-
ferences in the coordination behind the pro-Russian support across countries as India and
South Africa were specifically targeted by pro-Russian supporters. Accounts from the U.S.
retweeted accounts from all over the network, whereas accounts from South Africa and
India discussed the invasion mostly with accounts from their country. The content analy-
sis in Supplement A further substantiates that discussions in India and South Africa were
held at a local scale and focused on national issues. We also performed a robustness check
of the retweeting networks on the accounts that did not have bot information and corrob-
orated our findings (see Additional file 1 Figure S5).

3.5 Amplification of pro-Russian support spreading through bots
We further examined how bots contributed to the spreading of pro-Russian support (e.g.,
by automatically making pro-Russian hashtags go viral or retweeting other accounts) and,



Geissler et al. EPJ Data Science           (2023) 12:35 Page 13 of 20

Figure 6 Retweeting network. (a) Spreading patterns between humans vs. bots (blue = humans, red = bots).
The node size represents the number of humans vs. bots. The edges represent the direction and relative
frequency of retweets. (b) Retweet network with accounts from India colored in purple. (c) Retweet network
with accounts from the U.S. colored in blue. (d) Retweet network with accounts from South Africa colored in
green. The retweet networks were visualized using Gephi [58] (see Methods)

to this end, analyzed differences in the online behavior of humans vs. bots. bots were re-
sponsible for only 20.82% of the source tweets, while 79.18% of the source tweets origi-
nated from humans (see Additional file 1 Figure S6). Hence, most of the content generation
was done by humans. However, even though 20.28% of the accounts were categorized as
bots in our sample, they were responsible for 25.72% of the retweets. As a measure of
popularity, we analyzed the number of likes that messages of humans and bots received.
Messages from bots received 17.46% of the likes that pro-Russian messages received over-
all. Hence, messages from bots were slightly less popular than messages from humans
(Mann-Whitney U test: U = 2 · 109; p < 0.001 with μbot = 9.75 and μhuman = 10.02).

We further explored the messaging activity of humans vs. bots. Specifically, we studied
the distribution of bot scores across authors of source tweets and retweets (Fig. 7a). Here,
we again find that humans took a leading role in content creation. We also explored how
humans interacted with messages shared by bots. This provides insights into whether bots
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Figure 7 Impact of humans and bots. (a) Distribution of bot scores for source tweets and retweets. The two
groups had significantly different bot scores (Mann-Whitney U test: U = 2 · 109; p < 0.001, and Mood’s median
test: χ = 666.84; p < 0.001 with median bot score of source tweeters = 0.22 and median bot score of
retweeters = 0.27), implying that retweeters were more likely to be bots. (b) Joint distribution of bot scores of
authors of source tweet-retweet pairs (heatmap). The top subplot shows the distribution of bot scores for
retweeters. The left subplot shows the distribution of bot scores for accounts that were retweeted by
accounts classified as humans (using a threshold of 0.5). We find that most source tweets were posted by
humans. They were also active retweeters, but so were bots. Different from the spread of low-credibility
content [20], we find that a significant proportion of retweeters were bots and that they tended to retweet
humans rather than other bots.

were able to elicit human interactions such as retweeting. For this, we computed the dis-
tribution of bot scores for each source tweet–retweet pair and thus analyzed who retweets
whom (Fig. 7b). Generally, humans did most of the tweeting (Fig. 7b, top). humans were
also active in retweeting but bots were relatively more active (see Additional file 1 Fig-
ure S6). Moreover, many accounts retweeted themselves to amplify their own messages, a
tactic that was commonly used by bots (23.5% of the 1653 accounts that retweeted them-
selves were bots). The results confirmed our findings from the retweeting network: hu-
mans tended to retweet other humans, while bots were more inclined to retweet humans.
However, humans rarely retweeted bots. This is a crucial difference from earlier work on
low-credibility content for which humans have been found to frequently retweet bots [20],
implying that it is difficult for bots to make pro-Russian messages go viral among humans.

Given this evidence, we further examined whether there were different temporal dynam-
ics in the retweeting behavior of bots and humans. For this, we compared the bot score
distribution of retweeters across different time lags for retweets (Fig. 8). We find that hu-
mans were retweeted equally fast by bots and humans (Fig. 8a), while bots were retweeted
by other bots with a disproportionately small time lag (Fig. 8b). This suggests that bots
systematically retweeted other bots early in the diffusion to promote the proliferation of
pro-Russian support.

Previous work found that a key strategy for bots is to spread content by mentioning influ-
ential accounts (e. g., “@UN”, “@cnnbrk”, or “@RusEmbEthiopia”), in the hope that they
reshare and thus boost credibility [20]. To systematically analyze whether pro-Russian
bots employ such a mentioning strategy, we computed the mean number of followers of
the mentioned accounts (Fig. 8c). We find that humans tended to mention accounts with
substantially more followers than bots. Recall that the number of followers is a common
proxy for the social influence of online users [59], which implies that bots tended to men-
tion users with a smaller social influence in their messages. Notably, this finding differs
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Figure 8 Bot strategies. (a) Distribution of bot scores of accounts that retweeted human-made source tweets
grouped by different time lags between source tweet and the corresponding retweet. (b) Distribution of bot
scores of accounts that retweeted likely bot-made source tweets grouped by different time lags between the
source tweet and the corresponding retweet. Hence, bots (but not humans) tended to retweet bots to
promote the early diffusion of pro-Russian messages. (c) Here, we plot the average number of followers of
mentioned accounts to analyze whether bots specifically targeted influential users. The mentioning accounts
are grouped by their bot score percentile. Error bars indicate the standard errors. Inset: violin plot showing the
distribution of follower counts for the mentioned user accounts in each bot score group. In violin plots, the
width of a contour represents the probability of the corresponding value, and the median is marked by a
colored line

from earlier research studying the spread of low-credibility content through bots, where
bots – and not humans – target influential users to make messages strategically go viral
[20].

An alternative proxy for the social influence of users is their centrality in a retweet net-
work, computed as their PageRank [34]. Consistent with the above findings, we find that
bots mentioned users with lower PageRank (mean PageRank of 0.002) than humans (mean
PageRank of 0.0022). This difference is statistically significant (Mann-Whitney U test:
U = 2 · 1010; p < 0.001) and, again, differs from earlier findings, where bots have been
found to target influential users at the center of retweeting networks when promoting the
spread of inflammatory content [34].

4 Discussion
The massive spread of online propaganda has been identified as a major threat to democ-
racies [64]. While propaganda is a tool that has been used since ancient times, social me-
dia has made its spreading faster and more scalable, thereby presenting particularly fer-
tile ground for sowing propaganda. Prior research provides evidence of systematic social
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media propaganda campaigns that aim to influence geopolitical events such as elections
[16, 20, 22, 27]. Online propaganda has also become a concerning tool in modern warfare.
Here, a particular threat is that social media amplifies the spread of misinformation and
helps propaganda campaigns to shape false narratives around wars [65]. So far, however,
there is little systematic, scientific research that analyzed the spread of pro-Russian sup-
port during the 2022 Ukraine invasion, which is our contribution. Unlike earlier research
on historical tactics of the IRA [20–27], we focus on a recent foreign influence operation
that employed state-of-the-art and novel tactics to proliferate propaganda (e.g., by making
large-scale use of automation through bots).

We find robust support for a Russian propaganda campaign, defined as systematic and
coordinated efforts to manipulate beliefs and behaviors in the propagandists’ interests
[66]. Pro-Russian messages have been spread on Twitter disproportionately through bots,
which interacted in highly-connected retweet networks. The retweet networks showed
distinctive clusters in countries that are of key interest for Russian politics (e. g., India and
South Africa) and thus suggest a coordinated effort. The accumulation of messages on the
day of the UN vote on Resolution ES-11/1 gives rise to concerns that countries that ab-
stained from the UN voting were targeted by Russian propaganda efforts. Strikingly, many
bots that spread pro-Russian messages were created shortly before the UN vote, which in-
dicates an intentional and planned manipulation of public opinion on Twitter as part of a
Russian propaganda campaign.

Our findings demonstrate that bots are an important driver in the early diffusion of
bot-created propaganda on social media. Bots were more active retweeters than humans
and acted together in a coordinated manner. Unlike spreaders of low-credibility content
[20] and inflammatory content [34], bots mentioned users with less social influence than
humans when spreading pro-Russian messages. A possible explanation for this strategy
behind Russian propaganda is that, because bots were rarely retweeted by humans (cf.
Fig. 7b), they did not target individuals. Instead, bots primarily aimed to expose users to
organic, pro-Russian messages from humans. By creating traffic around Russian propa-
ganda, certain hashtags appeared as so-called “trending topics” on the front page of Twit-
ter and were thus visible to all users [42–44]. This is especially alarming, since repeated
exposure can lead people to perceive misinformation as accurate [67].

Crucial differences between the spread of propaganda and the spread of low-credibility
content [20, 34, 68] by bots become evident. On the one hand, we identified bots as ampli-
fiers of propaganda rather than content creators. bots in propaganda were more inclined
to retweet than to produce “original” content (e. g., source tweets). On the other hand,
bots did not specifically target influential users. Instead, they aimed at broad exposure to
maximize the number of people that see their message. Previously, such an amplification
strategy has been conjectured to be a mature tactic of the IRA [69]. The likely goal is to
augment the prominence and activity level of organic accounts that naturally act in ways
that are aligned with the objectives of the propaganda campaign.

As with other research, ours is not free of limitations, which presents opportunities for
future research. First, our results are based on a single social media platform. However,
Twitter is a platform with a particularly large and international audience, which makes it
a fertile ground for planting propaganda and, hence, presents a common focus in earlier
research [11, 16, 21, 25, 35]. Second, our data covers mostly messages in English since we
searched messages based on English hashtags. However, these hashtags went reportedly
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viral in March 2022 [42–44] and, subsequently, were widely used as search terms as well as
to strategically flag corresponding messages. Third, the pro-Ukrainian support on Twit-
ter is much larger than the pro-Russian support in absolute terms. This is likely the case
since the main user base of Twitter is located in the West, which mostly supports Ukraine
in the conflict. By primarily analyzing pro-Russian support, we focus on a minority of all
tweets around the Russo-Ukrainian war. However, there is anecdotal evidence that there
is a coordinated propaganda campaign behind the pro-Russian support on Twitter, and
not behind the pro-Ukrainian support. Fourth, another limitation of our study is the pos-
sibility that Twitter may have removed some particularly egregious pro-Russian messages
through content moderation efforts. However, messages that were removed by Twitter
are also those that were hindered to go viral and that humans were thus not exposed to.
Fifth, the accuracy of our analysis depends on the accuracy of other tools such as Botome-
ter [48]. However, these tools have been shown to achieve a high accuracy [48] and are
widely used in research [20, 24, 29, 70]. Sixth, while the scale of the pro-Russian support
on Twitter is impressive in absolute terms (e.g., reached ∼14.4 million users), it may not
have infiltrated online communities to an extent that swayed public opinion. Research
largely still lacks an understanding of the real-world effects of social media propaganda
[16], which future work should explore. In particular, additional research with comple-
mentary research methods (e.g., survey approaches [27]) is needed to better understand
the impact of exposure to propaganda on opinion formation and public discourse.

Our results have direct implications for society and democracies. First, our results are
alarming as social media platforms present substantial vulnerabilities that propaganda
campaigns can exploit strategically. Without significant effort by social media platforms
to curb the spread of disinformation, toxic content can spread widely and virally [71–76].
Here, more research is needed to understand the mechanism behind the pro-Russian pro-
paganda campaign [77], as well as machine learning for detection [78]. Second, our results
suggest that an effective countermeasure to curb the spread of propaganda is to reduce the
influence of bots. Here, it may be likely that counter-measures from fake news mitigation
can be adapted [79–81]; yet this requires further research to establish the effectiveness
of such interventions. Third, propaganda on social media may influence public opinion
and increase political division. It is thus important that policy-makers are aware of the
potential threats that social media propaganda poses to modern societies. As such, it will
be critical to continuously monitor and actively counter the proliferation of online propa-
ganda in the future.
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