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Abstract
Conceptual associations influence how human memory is structured: Cognitive
research indicates that similar concepts tend to be recalled one after another.
Semantic network accounts provide a useful tool to understand how related
concepts are retrieved frommemory. However, most current network approaches use
pairwise links to represent memory recall patterns (e.g. reading “airplane” makes one
think of “air” and “pollution”, and this is represented by links “airplane”-“air” and
“airplane”-“pollution”). Pairwise connections neglect higher-order associations, i.e.
relationships between more than two concepts at a time. These higher-order
interactions might covariate with (and thus contain information about) how similar
concepts are along psycholinguistic dimensions like arousal, valence, familiarity,
gender and others. We overcome these limits by introducing feature-rich cognitive
hypergraphs as quantitative models of human memory where: (i) concepts recalled
together can all engage in hyperlinks involving also more than two concepts at once
(cognitive hypergraph aspect), and (ii) each concept is endowed with a vector of
psycholinguistic features (feature-rich aspect). We build hypergraphs from word
association data and use evaluation methods from machine learning features to
predict concept concreteness. Since concepts with similar concreteness tend to
cluster together in human memory, we expect to be able to leverage this structure.
Using word association data from the Small World of Words dataset, we compared a
pairwise network and a hypergraph with N = 3586 concepts/nodes. Interpretable
artificial intelligence models trained on (1) psycholinguistic features only,
(2) pairwise-based feature aggregations, and on (3) hypergraph-based aggregations
show significant differences between pairwise and hypergraph links. Specifically, our
results show that higher-order and feature-rich hypergraph models contain richer
information than pairwise networks leading to improved prediction of word
concreteness. The relation with previous studies about conceptual clustering and
compartmentalisation in associative knowledge and human memory are discussed.

Keywords: Cognitive networks; Free associations; Feature-rich networks;
Hypergraphs

1 Introduction
Words in language bear implicit, unexpressed features [1]. When reading “the pen is on
the table”, we immediately consider “pen” as a concrete object, even though the sentence
does not convey specific quantitative information about it [2]. We think of “building” as
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something with a large size, of “love” as something abstract, of “crime” as something neg-
ative [3]. These features contribute to making human language complex and nuanced just
as much as its cognitive reflection in the human mind [1]. Theoretical models [1, 4–6] in-
formed by considerable experimental evidence [7–10] point out that linguistic knowledge
is organised in an associative way, with ideas sharing many features being more tightly con-
nected and easier to be acquired, processed and recalled one after another. The cognitive
system apt at processing knowledge expressible with language is commonly called “men-
tal lexicon” [1, 10]. Differently from common dictionaries, the mental lexicon includes not
only knowledge relative to meanings but also other phonological [5], emotional [11] and
visual [12] aspects of conceptual knowledge, among many other features [2, 3].

Quantitative investigations of the mental lexicon, its structure and functioning, have re-
cently benefited from the advent of Big Data and network science [6, 13]. Massive psy-
cholinguistic experiments mapped thousands of concepts across multiple dimensions,
providing quantitative estimates for word concreteness, imageability, valence/sentiment,
arousal and many other features (cf. [3]). Access to this big data fostered the creation
of several large-scale network models, with thousands of nodes, representing knowledge
in the mental lexicon as engaging in different types of conceptual associations [13–15].
Feature-sharing networks (which are different from feature-rich networks [16]) link con-
cepts based on overlap in semantic features [17], or overlap in sounds, in the case of phono-
logical networks [5], or concept similarity in the case of synonymy networks [17], among
many other possibilities. The proliferation of network representations, backed up by psy-
chological theory, saw even more refined attempts at directly mapping memory recall pat-
terns from the mental lexicon: Free associations map cue-target responses from memory,
devoid of any specific semantic or phonological constraint affecting them [15, 18, 19].
Reading the prompt/cue “book” and immediately thinking of “chapter” creates a free as-
sociation link “book” – “chapter”. Continued free associations extend this task to consider
up to three recalls [15], e.g. reading “math” elicits “bad”, “hard”, “wrong” in an individual
[20]. Modelling continued free associations as three cue-response links led to the cre-
ation of free association networks better suited to capture weak associations compared to
single-response procedures as [15, 18]).

From a knowledge modelling perspective, free association networks have been a valid
approach to capture semantic cognition broadly, as previous work demonstrates they cap-
ture semantic relatedness between concepts [21], differentiate individuals based on cre-
ativity [22], reflect the affective (positive/negative) connotations of concepts [20, 23]. This
has a range of applications as well. For example, word associations can be used to infer
psychometric measures of mental distress in healthy populations [24]. The Small World
of Words is a multilingual international research project on free associations, gathering
millions of free associations across 17 languages [18]. Until now, these associations have
been modelled as pairwise relationships between words. More in detail, by construction,
the recall of free associates always takes place in relationship with the same underlying
stimulus [15]. Considering only pairwise relationships between the cue and its responses
led to networks explaining the most variance in several lexical tasks (for details see [15]).
Adding also pairwise relationships between responses themselves was shown to deterio-
rate network performance in explaining variance within lexical tasks and also added noise
in the form of weak memory recall patterns between related responses [15]. In order to
overcome noise, other techniques of pairwise network filtering, like maximal planar graph
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embeddings or minimum spanning trees, have been successfully applied to free associa-
tion networks (see [13, 21]). However, more work is needed to evaluate and understand
the appropriateness of different network filtering technique [10]. Returning to the cogni-
tive interpretation of one cue producing some activation signal stimulating recall of all re-
sponses at the same time [15, 23], thus giving rise to a higher-order interaction, we hereby
propose a novel theoretical framework for modelling free association data: Cognitive hy-
pergraphs.

Hypergraphs are complex networks where sets of nodes engage in the same (hyper)link
simultaneously [25–27]. Whereas pairwise complex networks consider only links between
two nodes, hypergraphs can consider connections among 3, 4 or more entities. In this
way, hypergraphs can naturally encode for interactions between nodes of order higher
than 2. This is strongly appealing for modelling free association data, as it enables for cue
and responses to be combined together at the hyperlink level. The mathematics of hyper-
graphs originates from graph theory and combinatorics, with seminal work over graph
isomorphism completed almost 40 years ago [25]. Only recently the formalism was ex-
tended by physicists and computer scientists to model a plethora of real-world complex
systems [28, 29]. Marinazzo and colleagues used hypergraphs of information-theoretic
associations between items in psychometric scales to reduce the impact of redundant in-
formation on identifying clusters of co-occurring symptoms compared to pairwise net-
works [30]. De Arruda and colleagues showed that analogous social contagion models
on hypergraphs and pairwise networks would exhibit crucially different dynamics, with
hypergraphs supporting critical phase transitions closer to empirical estimates and not
reproduced by pairwise network structures [31]. Veldt and colleagues defined an affinity
score for estimating homophily in groups, showing that in a scenario with 2 labels and
equally sized hyperedges majority homophily can not be reached by both groups for a
combinatorial impossibility of hypergraphs [32]. Sarker and colleagues extend the previ-
ous affinity score for groups with more than 2 labels and for simplicial complexes [33].
These examples are part of a quick multidisciplinary growth of data science models based
on hypergraphs, which, however, contains a gap: Even comprehensive reviews of the field
[26, 28] currently lack cognitive case studies.

To the best of our knowledge, our cognitive hypergraph framework represents a first-of-
its-kind approach to modelling human memory and the mental lexicon through higher-
order interactions [13] where concepts are represented as feature-rich nodes, i.e. nodes are
endowed with vectors of psycholinguistic features [34]. The framework introduced here
thus contains two points of novelty: (i) it combines response-response and cue-response
beyond pairwise links through the mathematical formalism of hyperlinks; (ii) it enriches
nodes with psycholinguistic features as to explore any interplay between higher-order in-
teractions and conceptual features.

Focusing on sets of freely associated targets and cues as hyperlinks and including
feature-rich representations of concepts/nodes, we explore and quantify the predictive
power of cognitive hypergraphs against pairwise networks and standard psycholinguistic
norms (neglecting any network structure) in reproducing word-level features. To do so we
first extracted the +12,000 cue words from Small World of Words (SWOW) [18]. Next we
determined the overlap with the words in the Glasgow lexico-semantic norms [3]. The re-
sulting network consisted of cue-response pairs from SWOW for 3586 nodes. Each node
was characterized by 11 features (i.e. covariates in psycholinguistic terms) representing
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linguistic and psycholinguistic dimensions, namely valence, arousal, dominance, semantic
size, concreteness, gender association, age of acquisition, familiarity, frequency, polysemy
and length (see the Methods for descriptions of each). Within an interpretable machine
learning framework, we aim to use either network or psycholinguistic features (or a com-
bination of both), to predict a target covariate/feature of nodes. Emphasis is then given
to comparing pairwise network features against hypergraph features or unstructured psy-
cholinguistic norms. Interpretability [35] stems from the development of trained artificial
intelligence (AI) models where the influence of one feature on model performance can
be quantified and interpreted directionally (e.g. a higher feature improves regression per-
formance). In this work, we focused on word concreteness as the predicted variable [2],
using all others as predictor variables. We put emphasis over concreteness since it repre-
sents a crucial latent feature of words (not measurable directly like frequency or length
[36]) that is vastly studied in cognitive neuroscience [37] and has been shown to affect
several aspects of semantic cognition from lexical processing to information retention
and knowledge internalisation [2].

We provide new quantitative evidence that cognitive hypergraphs outperform both psy-
cholinguistic baseline models and pairwise networks in predicting word concreteness
from free association data. Our results underline the potential of going beyond pairwise
interactions for modelling associative knowledge in human memory.

2 Results
We frame our analysis in the context of the studies about assortative mixing in the men-
tal lexicon [16, 34, 38, 39]. Assortative mixing is an emerging behavior observed in many
systems, such that nodes with similar features tend to connect together and stay apart
from nodes with dissimilar features: The most common example refers to social networks,
where individuals are more likely to interact in social circles if they share common features
such as age, political, leaning, etc [40, 41]. Several studies propose a clustered mental lexi-
con such that groups of similarly concrete words would act as the building blocks of many
cognitive processes, e.g., the formation of cue-response homogeneous patterns in mem-
ory recall [39]. Therefore, it would be possible to use the aggregated information provided
by such groups to reconstruct/predict words’ own traits, i.e., the empirical ground truth
values according to a psycholinguist norm. For example, the concreteness of a word like
“caterpillar” (i.e., its empirical ground truth value would be determined by words con-
nected to it (“butterfly”, “cabbage”, etc). In the following, we discuss the rationale behind
the adoption of several graph- and hypergraph-based representations for word associa-
tions (2.1), guided by psycholinguistic sources such as the Small World of Words (SWoW)
project [18] and the Glasgow Norms [3] (2.2); finally, we discuss our main findings, namely
that hypergraph-based modules of word associations overcome the other representations
in the concreteness prediction task (2.3).

2.1 Rationale of aggregation strategies
Ego-networks Figure 1 describes several word labeling procedures, i.e., the expression
of a module/context by means of a characteristic value. We refer to a characteristic value
of a context as the value associated to a target word as if that word was expressed by its
direct (e.g. words directly linked) or indirect neighbors (e.g. words in the same commu-
nity) rather than the word’s own value. The example in the figure is based on the aggre-
gation of one single feature, length, for one target word, dog. In Fig. 1 (left), we leverage
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Figure 1 A toy example showing different structural contexts surrounding the target word dog in a network
of free associations [15]

the ego-network of the free association network by just computing the average value of
the feature, length, in the neighborhood of the target word, dog. In this way, the length of
the target word will be 4.4 rather than 3 (as if the word was expressed by the ego-network
context), being the former one the average of the word set context box, cat, zebra, elephant
plus the target word itself, dog, included. The reason why we include the target word as
well in the context-set is because the target word is an essential constituent of the seman-
tic/conceptual context. Removing the target word from its own context would create a
gap/hole in the structure itself that could model/imply undesirable or partial knowledge
(cf. Appendix A), e.g. without the star centre an ego network would just be a collection of
disconnected components. Importantly, the addition of the target word contributes only
to the creation of an aggregate measure, influenced by indirect/direct neighbors and their
properties (as contrasting with the properties of the target itself ).

Contexts as local communities The aggregation based on the average value of nodes’
ego-network is well-known and accepted in the literature of machine learning on graphs
[42]. However, while reasoning about aggregation strategies in cognitive networks, one
should consider that a word can be part of different contexts or neighborhoods [43, 44].
Hence, considering the whole ego-network could be an unsuitable proxy to estimate the
value of a word by the company it keeps [43]. The free association network can still be
used to identify more fine-grained contexts, e.g., the local communities surrounding a
word [45, 46]. Figure 1 (center) shows a toy partition centered around the word dog. The
free association graph structure unveils that the target word can participate in two dif-
ferent contexts/communities, C1 = {dog, box, cat}, and C2 = {dog, zebra, elephant}. This
way the characteristic length value in dog’s context becomes the average of all the local
communities/contexts where the word participates, 4.2.

Contexts as hyperedges However, contexts identified by ego-networks or network com-
munities depend on an underlying network structure as a result of a heuristic process
[18, 47]. Hence, we leverage the expressive power of hypergraphs to induce a higher-order
context from the participant responses. Rather than creating several pairwise links be-
tween a cue and its responses, the hyperedges of a hypergraph can connect multiple el-
ements simultaneously [26]. For each instance of the free association game, we model a
hyperedge as the set that includes the cue word and all its responses. A response is thus
modeled by means of a single connection rather than multiple pairwise links.
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The characteristic value of a target word is calcuated as the average of the characteristic
values of the hyperedges where the target word contributes in constituting an association
pattern. In other words, while aggregating, we consider the so-called star ego-network of a
target word in a hypergraph: from [48], the star ego-network of a node u in a hypergraph
is defined as the set of all the hyperedges that include u. For the sake of simplicity, we do
not consider here other connections among the connected hyperedges, as in other fine-
grained definitions of higher-order ego-networks [48]. Let us discuss a brief example of
the star ego-network.

Figure 1 (right) shows a set of responses involving the word dog. Three possible out-
comes, i.e., hyperedges, indeed are e1 = {dog, box, cat}, e2 = {zebra, dog, box}, and e3 =
{dog, zebra, elephant}. Word associations here are not constrained to pairwise relations
only. For instance, in the toy association network there is no any direct link between zebra
and box. This could happen for several reasons depending on the strategy used for recon-
structing the graph. A possible explanation could be the following one. In the response
zebra, dog, box, zebra is the cue word, dog is the first and box is the second response came
to mind to the participant. Using a graph construction strategy where only consecutive
words are connected, like a chain [18], zebra is not directly connected to box, but only
indirectly connected through dog. Conversely, the hypergraph model merges all the three
words by means of a single hyperedge. Doing so, the characteristic length value in dog’s
context is not an average of all the graph-based contexts where the word participate (4.4,
or 4.2) but an average of all its higher-order contexts, 4.

2.2 Setting the stage
Data overview We gain patterns for 3586 English words present both in the SWoW [18]
and in the Glasgow norms [3] projects. From SWoW, we build the underlying graph/hyper-
graph structure; from the Glasgow Norms and other linguistic information easily available
from words we form the vector of features to aggregate (cf. Sect. 4). Figure 2 provides a
coarse-grained picture of the patterns emerging from different strategies. Each column
provides an aggregation strategy. Each plot provides the characteristic values, except for

Figure 2 Scatter plots between the most important features according to the SHAP-values explanation (cf.
Fig. 4). Each column represents an aggregation strategy, except for the first one. Points are always colored
according to the original Glasgow Norms’ concreteness
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the first one, where each point describes the empirical ground truth value in the Glasgow
Norms, e.g., love is an abstract (low concreteness) and salient (high semantic size) word
associated to very positive emotions (high valence). In the second column, based on the
ego-network strategy, the characteristic values result in a more flattened, overall compact
cloud of points. Conversely, the hypergraph-based strategy comes as a hybrid between the
non-network and the ego-network characteristics values, while the network community
average values provide more coarse-grained value distributions (cf. later, Lemon commu-
nities).

Outline of aggregation algorithms Here is our methodology to extract/aggregate word
features:

• Non-Network: No aggregation strategies are defined, i.e., we do not use any underlying
structure from SWoW to extract a characteristic value;

• Ego-Network: Each word is described by a set of features whose characteristic value is
the average of the word’s ego-network (cf. 2.1);

• Network communities: We use different community-based strategies for feature
aggregation; communities are found by using (i) a non-overlapping
connectivity-based [49] community detection algorithm; (ii) a non-overlapping both
connectivity- and feature homogeneity-based [16] algorithm; (iii) an overlapping local
expansion method [46]; in detail:

i Louvain [49]: Same strategy as word’s ego-network for aggregation. However,
crisp communities provide larger contexts than ego-networks, since
communities can group also nodes that are not directly neighbours [45]. The
Louvain method is based on the family of algorithms that optimize the
modularity function;

ii Louvain “E”xtended to “V”ertex “A”ttributes (EVA) [16]: Same strategy as word’s
ego-network for aggregation. EVA is an extension of Louvain that optimizes a
linear combination of modularity and purity, a homogeneity-aware fitness
function. Feature homogeneity-aware algorithms such as EVA force aggregations
between words sharing similar feature values, in accordance with the word
feature-homogeneity hypothesis [34, 39];

iii Lemon [46]: This strategy labels each target node with the average value of the
local average context of the target word (cf. 2.1). The algorithm can capture small
sets of overlapping communities. Rather than identifying a crisp/global
structure, Lemon detects local modules given a representative set of seed nodes
(cf. Materials and Methods). We run the algorithm N times, where in each run
the seed node is a different word; this way, we can detect the local communities
centered around all target words.

• Hypergraph: This strategy labels each target node with the average value of the
hypergraph-based characteristic value contexts of the target word (cf. 2.1).

Details on prediction We test different algorithms from different families of methods to
predict the concreteness value of a node.

• Multiple Linear regression [50]: Concreteness is expected to be a linear combination
of the set of independent variables. The objective is to minimize the residual sum of
squares between the observed targets (i.e., the original concreteness values) and the
target predicted by the linear approximation;
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• Random Forest [51]: Several decision trees are built and the final output is based on
the average of their predictions;

• AdaBoost [52, 53]: An ensemble method where a combination of weak estimators,
e.g., decision stumps, are built sequentially to produce a stronger output;

• Support Vector Machine [54]: SVM’s are used to find an appropriate hyperplane to fit
the data while trying to define how much error is acceptable in the model.

The algorithms provided similar results both in terms of evaluation performances and
model explanation. We show in the main article the one that outperformed the others, the
Random Forest (cf. Appendix B). Note that for each algorithm we provide hyperparameter
tuning to maximize performances, and all the performance evaluations are cross-validated
(cf. Sect. 4).

2.3 Predicting concreteness
We present here the Random Forest (henceforth, RF) performances on each dataset (cf.
Sect. 4 for the RF hyperparameter tuning and Appendix B for other methods). The evalu-
ation metrics in Fig. 3 highlight theperformances in terms of the average distance between
predicted and original values, i.e., using the Root-Mean Squared Error (RMSE), and the
variation in the variable in percentage terms (R2). See Materials and Methods, Evaluation
details for a precise description of the formulas. As can be seen from Fig. 3, the RF regres-
sor provides better predictions on the set of features based on the hypergraph aggregation,
while all the community-based strategies make the RF perform worse; performances on
the ego-network aggregation and on the non-network strategy are similar. Different re-
gression techniques are evaluated in Appendix B.

Figure 4 presents a more fine-grained evaluation based on feature importance with
SHAP values [55, 56]. This evaluation highlights the impact of each feature on the estima-
tion of word concreteness. A positive SHAP value for a datapoint (x-axis of each plot in
Fig. 4) means that the predicted value on that datapoint is higher than a baseline predicted
value – obtained in case that given feature was fixed to its expected value over the whole
dataset —, and a negative SHAP value for a datapoint means that the predicted value on
that datapoint is lower than the baseline. In other words, x-axis shows whether the effect
of that feature value caused a higher or lower concreteness prediction. Thus, Fig. 4 shows
that the RF predicts higher concreteness scores (on almost all the sets of features, net of
different performances) when values of age of acquisition and semantic size are low, and
when values of valence are high, as well as when words are associated with a masculine
aspect of salience (high values of the gender variable). Conversely, the RF predicts lower

Figure 3 Random Forest evaluation of concreteness prediction based on the different aggregation strategies
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Figure 4 Random Forest feature importance based on SHAP-values. Features ordered according to their
importance

concreteness scores when values of age of acquisition and semantic size are high, when val-
ues of valence are low, and when words are associated with a feminine aspect of salience
(low values of the gender variable).

To better understand these “profiles”, let us focus again on Fig. 2. The scatter plots tell
us there is correlation between concreteness and some other variables like valence, age
of acquisition, gender and semantic size. For instance, there is a consistent group of early
acquired, masculine-associated, concrete words with low values of semantic size and high
values of valence. Also, there are some abstract words, i.e., words with low concreteness
values, which are associated with medium-high values of semantic size. In fact, semantic
size can be thought of as a proxy for conceptual salience across both abstract and concrete
words, thus correlation with both concrete and abstract words is expected [57]. See love
and war, for instance, which are two extremely high semantic salient words with opposite
valence, where love is highly abstract, and war is highly concrete; cf. also philosophy/sun
and king/goddess (cf. Fig. 2).

According to Fig. 2, the correlation remains unchanged in all the aggregation strategies.
The combined results from Fig. 4 and Fig. 5 highlight that the RF can well predict a set
of high concrete words associated with some characteristics such as early word acquisi-
tion or positive emotion. Figure 5 complements feature importance (cf. Fig. 4) and scatter
plots (cf. Fig. 2) by coloring each word with respect to the residuals, i.e., the differences
in the predicted and original concreteness. Note the “grey” zones, that indicate the words
for which such differences in the predicted and empirical ground truth values are small: in
this way, we can verify that the RF predicts the values of concrete words with the previous
mentioned characteristics, validating the impact given by the SHAP values to profiles as
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Figure 5 Scatter plots between the most important features according to the SHAP-values explanation (cf.
Fig. 4). Points are colored according to the difference between the value predicted by the RF model and the
empirical ground truth value

positive valence and early word acquisition (cf. Fig. 4). From Fig. 5, we can see that also
abstract words can be well predicted by the RF; however, no clear patterns as the ones high-
lighted by SHAP summary plots emerge for the prediction of abstract words. Finally, Fig. 5
shows no noticeable variations in residuals across the different strategies. This indicates
that the enhancement achieved through the utilization of hypergraph-based aggregation
is attributable to improved regression (cf. Fig. 3) rather than the ability to predict specific
profiles that cannot be captured by alternative aggregation methods or empirical ground
truth values.

3 Discussion
Our work moves a step forward towards using hypergraphs [28] in cognitive modelling:
Using hypergraphs provides richer cognitive measures compared to techniques that rely
on communities or local neighborhoods. In other words, we show that the hypergraph
formalism is better than pairwise networks or unstructured sets of features at predicting
concreteness norms for individual words. Regression models on unstructured features try
to predict a psycholinguistic norm of a target word/concept based on the word’s own val-
ues, neglecting any conceptual association the target might have with other concepts. Why
would connectivity matter? Recent work in cognitive network science has highlighted how
memory recall patterns like the ones captured here can be highly insightful about semantic
relatedness [21, 58], indicating that words separated by fewer memory recalls (i.e. shortest
path length in terms of free associations) tend also to be rated as more semantically re-
lated. Shorter distance on free association networks thus corresponds to higher semantic
relatedness.

Our working hypothesis is that the proximity between nodes in a semantic network
translates into analogous values for mostly semantic psycholinguistic features, like con-
creteness [37]. Under this hypothesis, words closer to a target share similar concreteness
norms and could thus enable quantitative predictions for the concreteness of the target
itself. Consequently, our working hypothesis corresponds to the presence of a compart-
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mentalisation of semantic features and network structure in the mental lexicon, where
clusters of closer words can tend to share similar concreteness norms. Importantly, our
work cannot identify a causal relationship, e.g. are the words connected because they are
equally concrete, or are they concrete, because they have a certain number of connections?
Despite this limit, our assumption identifies an insightful correlation. Network structure
might thus be valuable for predicting the concreteness of one word by considering its
close words/neighbours on a network topology of memory recall patterns. This hypoth-
esis is supported by preliminary evidence in a previous work with pairwise network [23].
We test three ways for selecting neighbours to a given target word: (i) words linked to the
target (i.e. network neighbourhood) based pairwise edges between cues and responses,
(ii) words in the same community of the target in based on pairwise cue-response edges,
and (iii) words linked to the target by sharing a hyperlink in a hypergraph representation
of cue-response pairs. Notice that community analysis within the hypergraph represen-
tation of free associations [28] found trivial communities, which were discarded from the
comparison.

We test our hypothesis through a machine learning framework. Model performance re-
ports quantitative evidence that hyperlinks constitute the best proxy for predicting words’
concreteness, outmatching both unstructured and structured models based on pairwise
network neighbourhoods and communities.

These results confirm our working hypothesis and quantitatively indicate the presence
of compartmentalisation in the layout of word associations that emerges more promi-
nently when hypergraphs, rather than pairwise links in association graphs are considered.
This clustering might emerge more in hypergraphs because they do not impose any spe-
cific distinction between the cue (e.g. “letter”) and the responses (e.g. “mail”, “sign”, “dear”),
which get represented within the same mathematical element (e.g. the hyperlink “letter”,
“mail”, “sign”, “dear”). In pairwise networks, instead, the cue is automatically a more rele-
vant node than its responses [15], since the associations are encoded as links where the
cue appears 3 times more frequently than the responses themselves, e.g. (“letter”, “mail”),
(“letter”, “sign”), (“letter”, “dear”). Not all words in free association networks are used as
cues with the same frequency [18], this dichotomy leads to structurally different networks,
whose predictive power of concreteness norms is different.

Cognitive hypergraphs represent a relatively novel tool for cognitive modelling because
they are able to highlight a compartmentalisation phenomena that would be otherwise
invisible with mainstream pairwise networks modelling free association data. Notice that
we use the term “compartmentalisation” in a different way compared to previous ap-
proaches. In psychology, compartmentalisation is a strategy for separating conflicting and
non-conflicting ideas [59]. We rather use this notion to identify a tendency for associa-
tive knowledge in the mental lexicon to form networked clusters/compartments of words
sharing similar concreteness rates and appearing as being hyperlinked together. Unlike
taxonomic categories, which are made of words sharing a common theme (e.g. all words
being “animals” [60]), compartments identify coherence in terms of a semantic psycholin-
guistic feature (e.g. all words being highly concrete).

Our finding of feature-, hypergraph-based compartments in the mental lexicon agrees
with previous works indicating a cognitive advantage in processing together more similar
concepts [58, 61, 62]. Compartments might reflect a tendency for associative knowledge
to be sorted in “patches” of concepts being thematically non-coherent but still similar in
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terms of some psycholinguistic norms. In other words, compartments might reflect pat-
terns of semantic foraging in the organisation and search of mental knowledge. Future
research might investigate pre-existing frameworks for semantic foraging [61, 62] with
novel contributions from hypergraphs. A challenge for this kind of research would be the
assertion of which psycholinguistic features are mere consequences of more basic ele-
ments (e.g. frequency, length) and which are, instead, encoded properties of concepts,
like concreteness, that cannot be fully explained by such basic elements only [63].

Notice that non-semantic psycholinguistic features might not give rise to compartmen-
talisation. In our tests, predicting a not purely semantic norm like the age of acquisition
(AoA) of words (which does not depend only on semantics but also on phonological and
orthographic features of words [64, 65]) resulted in regression models of unstructured
norms behaving way better (R2 = 0.6 ± 0.02) than network-based pairwise (R2 0.25 ±
0.02) and hypergraph (R2 = 0.45 ± 0.03) models (cf. Appendix C). Furthermore, hyper-
graph models behaved worse than unstructured norms even when predicting arousal,
dominance, familiarity and length. Nonetheless, hypergraph models behaved significantly
better (at least 5 times better in terms R2) than pairwise network model in predicting these
other 5 psycholinguistic dimensions. These differences are expected, since our working
hypothesis relies on the finding that network distance reflects mostly semantic similarity.
Non-semantic aspects of words might be affected in other ways by network structure, thus
decreasing the performance of network-based models in predicting non-purely semantic
norms (like AoA). When considering pairwise network, we can offer an intuitive argu-
ment about this lack of predictive power rising from network patterns. Previous works
have shown that in pairwise networks non-semantic features follow disassortative rather
than assortative patterns. Affective patterns like valence were shown to make pairwise free
association networks become disassortative [20, 39], i.e. pairwise links connected words
with opposite sentiment/valence polarities which often occur as antonym pairs (pretty –
ugly, young – old) in free association pairwise networks. Disassortativity made pairwise
network models powerful predictors of words’ sentiment/valence [23], a pattern that we
here explored under the framework of cognitive hypergraphs as introduced here. Cogni-
tive hypergraphs surpassed both unstructured norms and pairwise networks in predicting
valence (cf. Appendix C). This finding indicates that although parwise disassortative pat-
terns exist in the network encoding of memory recalls, there is a stronger tendency for
valence coherence to persist in subsequent recalls. Similarly to the mechanism of com-
partmentalisation we outlined above, this valence coherence creates clusters of words
with similar valence and it cannot be captured unless one considers higher-order interac-
tions, going from pairwise to hypergraph formalisms. Our findings thus indicate that non-
semantic compartmentalisations can be noticeable in psycholinguistic data and push for
more data-informed explorations of the organisation of psycholinguistic features within
networks of memory recall patterns.

Compartmentalisation is present not only across the hyperlinks in a given neighbour-
hood but also among words within a single hyperlink. This tendency is even more evident
for extreme values of norms. For instance, in Fig. 6(b), many hyperlinks tend to have words
with similarly low age of acquisition norms. The extremes in Fig. 6(b) are not a statistical
artefact when they cannot be reproduced by randomly sorting words in hyperlinks, which
is the case for Fig. 6(c). This difference indicates a tendency for words in hyperlinks to be
more similar in terms of age of acquisition, arousal, valence, dominance, semantic size,



Citraro et al. EPJ Data Science           (2023) 12:31 Page 13 of 22

Figure 6 Mean-standard deviation scatter plots of graph ego-network (a), hypergraph star ego-network
purities (b) and its randomized representation (c) in all the dependent variables (polysemy not showed for
better readability)

gender and familiarity when their average value for that norm is extreme, i.e. extremely
low or high. This pattern further indicates a tendency for words to get compartmentalised
even within hyperlinks and this might be due to an advantage in recalling concepts with
similarly extreme psycholinguistic norms [61].

It has to be noted that compartmentalisation between concepts was quantitatively cap-
tured also by parallel distributed processing (PDP) models [66, 67]. PDP models quantify
connections among individual features of each concept and then related knowledge re-
trieval to the strengths of the connections (e.g. the overlap in features) between elements
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[68]. Despite this analogy, PDP models and cognitive hypergraphs adopt distinct repre-
sentations of semantic memory. PDP models encode similarities in computational ways,
so that concepts are related by means of a dynamical process or signal spreading across
them [66]. Cognitive hypergraphs encode local relationships directly from empirical data,
without needing additional computations. In this way, cognitive hypergraphs are more
transparent than PDP models and can shed more light on the interplay between represen-
tational aspects of conceptual similarities and memory recalls, nonetheless PDP models
can provide more insights about the dynamics of memory recall patterns and its failures
[66, 69]. Future research could potentially merge representational and dynamical aspects
of both modelling approaches to investigate memory recalls more closely.

In terms of limitations, one of the most important ones is relative to filtering free as-
sociations in hypergraphs. Firstly, Glasgow norms represent one among many reposito-
ries for psycholinguistic norms, see [2, 36, 65]. Based on the positive pioneering findings
gained from this study, future research could test larger repositories of psycholinguistic
variables that cannot be directly encoded in terms of network structure. The South Car-
olina Psycholinguistic Metabase (SCOPE) [70], which features 245 different lexical norms
for 105,992 English words, represents a powerful candidate for future investigations with
feature-rich hypergraphs, like the ones outlined here, and pairwise networks, like the ones
investigated in [34]. Several prior works on free associations in pairwise networks have
used some sort of filtering of infrequent or redundant word associations [20, 21]. Cognitive
hypergraphs might not account for a statistical filtering of hyperlinks in some instances. In
this dataset, applying the same statistical filtering introduced in [71], dismantled the whole
set of hyperlinks. With link filtering being relevant for identifying meaningful network re-
lationships and noisy links [13, 19], more techniques should be tested and designed in cog-
nitive modelling settings. Another limitation of our approach revolves around a black-box
nature of machine learning models [72], which are not yet commonly used in psychology.
Black-box models make it difficult for the experimenter to identify how data is internally
represented within the model, e.g. feature X being higher promotes the prediction of out-
come Y. We try to address this issue by using Shapley values [73], a game-theoretic set of
estimators for feature importance and contribution to model predictions. Although pro-
viding additional model interpretability, of relevance for cognitive modelling, Shapley val-
ues cannot provide causal evidence (feature X causes a better prediction of outcome Y) but
only weaker correlation patterns [35]. Despite this, Shapley values were crucial to identify
compartmentalisation in our data and should thus be more commonly used in future in-
vestigations merging artificial intelligence and cognitive modelling. Last but not least, this
first-of-its-own investigation of cognitive hypergraphs as psychological models is indeed
limited by the modest amounts of behavioural effects being considered here, i.e. the mod-
elling presented here explored only free association data whereas modelling the mental
lexicon might encompass multiple layers of behavioural data [14, 34]. This limitation is
mainly due to the fact we focused our working hypothesis in terms of compartmentali-
sation within memory recalls only, without considering other psychological effects (e.g.
reaction times in lexical decision-making tasks). Future works might explore whether the
compartmentalisation found here could explain some variance in reaction times due to the
dimensions that we found being well-captured by cognitive hypergraphs, i.e. concreteness
and valence.
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4 Materials and methods
Free associations The Small World of Words (SWoW) project1 [18] is a large-scale
database that aims to build mental dictionaries/lexicons in different languages from a word
association test where each participant is asked to respond with at most 3 words coming
to mind given a cue word. In this study we use the English lexicon (SWOW-EN), although
other datasets in Dutch and Spanish are also available and new languages will be added in
the future.2

Features The Glasgow norms [3] provide a multidimensional set of psycholinguistic
variables describing a word in terms of emotion conveyed (valence, dominance), salience
(semantic size, arousal, gender association), exposure (age of acquisition, familiarity), and
visualization (concreteness). We use all the features available from this dataset except for
age of acquisition, replaced with the data from [74], which provide more fine-grained in-
formation than the two-years binning from the Glasgow norm variable. Moreover, to in-
crease the number of word dimensions, we also add information about word length, fre-
quency and polysemy degree. Frequency is obtained from the OpenSubtitle dataset [75],
and polysemy values are proxied by the size of the WordNet synsets [76]. A pre-processing
step is needed before using the frequency variable, namely a logarithmic transformation,
due to the well-known heavy-tailed distribution of this variable in human language [77].
Notice that when used for predictions, different variables are scaled to reduce normalisa-
tion issues.

Aggregation details For the creation of the free association network we strictly follow
the R123 procedure described in [18], namely that a link is formed between all the three
responses and the cue word. Note that the responses are not connected in their turn to
each other. The resulting graph G = (VG, EG), with the filtering due to the matching be-
tween the SWoW and the Glasgow Norms words, has VG = 3586 and EG = 165,690. See
also Appendix D for other pairwise-based aggregation strategies and the resulting graphs.
The algorithms used for identifying communities depend on some parameters. A stan-
dard and accepted value of the resolution limit parameter γ is used for the Louvain algo-
rithm, γ = 1. Moreover, the EVA algorithm, an attribute-aware extension of Louvain, also
depends on a parameter α, that tunes the importance of forcing homogeneity within com-
munities (the higher, the more homogeneous communities are identified). We set α = 0.8
to obtain a partition significantly different from the Louvain one. Lemon is an algorithm
from the family of seed set expansion methods, that neglect the global structure for iden-
tifying local modules expanding from a set of seed nodes. Usually, the seeding strategies
involve random walks aiming to optimize some fitness score for communities [78, 79]. In
detail, Lemon constructs the local spectra based on the singular vector approximations
drawn from short random walks [46]. We use the original parameter values used in the
Lemon algorithm paper [46], except for a preference on the maximum community size,
set to 4 to explicitly simulate the set size of the SWoW responses.

Finally, the hypergraph H = (VH , EH ) resulting from the intersection between the SWoW
and the Glasgow norms vocabularies has VH = 3586 and EH = 67,600.

1https://smallworldofwords.org/en/project/home.
2https://smallworldofwords.org/en/project/stats.

https://smallworldofwords.org/en/project/home
https://smallworldofwords.org/en/project/stats
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Prediction details In the RF model, we have chosen the best set of parameter values for
the number of estimators (number of trees in the forest), the maximum number of fea-
tures considered for splitting a node, the maximum depth, the minimum number of points
placed in a node before the node is split, and the minimum number of points allowed in
a leaf node. To find parameter values, we performed a 10-fold cross-validation, thus we
evaluated average values and standard errors of RMSE and R2 (cf. later) on the test sets of
such 10 different splits of the data each time. After finding the parameters, for the sake of
simplicity, we analyzed SHAP summary plots on a single data split in 80% train and 20%
test. The whole prediction framework was implemented by considering the models, the
methods, and the evaluation measures present in scikit-learn3 and the SHAP library.4

Evaluation details We evaluate the models with the root-mean-square error (RMSE)
and the coefficient of determination (R2).

To introduce RMSE, we first define the sum of the square of errors, or residual sum of
squares, RSS, as follows:

RSS =
N∑

i

(yi – ŷi)2, (1)

where N is the number of words, yi is the empirical concreteness score of a word in the
Glasgow Norms, and ŷi is the score predicted by a model for that word. To understand this
in our context, let us consider a model that predicts, respectively, a concreteness score
of 6.5 and another of 4.5 for the two words brain and mind, which have, respectively,
empirical ground truth values of 6.4 and 2.5 in the Glasgow Norms. The RSS is of 4.01,
indicating there is, to some extent, some amount of error between the predicted and the
empirical values. To better read the errors, it is often used RMSE, namely the square root
of the average of RSS. Formally:

RMSE =
√

1
N

∗ RSS. (2)

In our toy example, the average of RSS is 2.005, thus RMSE = 1.41, indicating there exists
variance in the predicted scores with respect to the empirical ground truth values.

Similarly, to describe R2, we first introduce the total sum of squares, TSS, as follows:

TSS =
N∑

i

(yi – ȳ)2, (3)

where ȳ is the average of the empirical ground truth scores, thus TSS sums over the
squared differences between the empirical ground truth values and their average. R2 is
thus defined as follows:

R2 = 1 –
RSS
TSS

. (4)

3https://scikit-learn.org/stable/.
4https://shap.readthedocs.io/en/latest/.

https://scikit-learn.org/stable/
https://shap.readthedocs.io/en/latest/
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In the example with the two words above, ȳ is 4.45, and TSS is 7.6, and R2 = 0.47. A different
model that would predict a different value of the word mind, e.g., 2.8, would decrease
RMSE and increase R2 for lower residuals.

Appendix A: Gap in hyperedges
An important point to discuss is the question whether including or not including the tar-
get word within the context in the hyperedge as well as in the local community obtained
with the Lemon algorithm. We test such a choice within our machine learning framework
in predicting concreteness, showing in Table A1 a decrease in the Random Forest per-
formances on the Lemon- and hypergraph-based sets of features, where the target words
are removed from their own contexts, simulating some kind of knowledge gap [80] in the
memory recall patterns.

Appendix B: Performances of other models
As highlighted in the main text, the Random Forest predictor on the several different sets
of features demonstrated that the hypergraph model achieves better results than the other
aggregating strategies. To ensure that the result does not depend on a specific instance of
a particular regressor, in Table B2 we show the performances of other predictors on the
same sets of features. We perform a linear regression, as well as a Support Vector Machine
model, and an ensemble method similar to the Random Forest framework but based on
boosting. All the machine learning algorithms provide similar results such that the fea-
tures based on the hypergraph aggregation continues to provide better performances in
terms of RMSE and R2. The only difference is in the magnitude of the scores, such that the

Table A1 Random Forest evaluation of concreteness prediction based on the Lemon and
Hypergraph aggregation strategies with gaps, i.e., without the target word within the contexts

G: Lemon (with gap) Hypergraph (with gap)

RMSE M 1.11 1.08
SE 0.04 0.03

R2 M 0.39 0.43
SE 0.04 0.05

Table B2 Evaluation of concreteness prediction by different regression algorithms on the different
sets of aggregation strategies

Non-Net G: Ego-Net G: Louvain G: EVA G: Lemon Hypergraph

Linear Regression RMSE M 1.17 1.09 1.45 1.45 1.18 1.08
SE 0.04 0.04 0.04 0.04 0.04 0.04

R2 M 0.33 0.42 0.02 0.03 0.31 0.44
SE 0.05 0.06 0.04 0.04 0.05 0.05

Support Vector Machine RMSE M 0.98 0.98 1.44 1.43 1.03 0.93
SE 0.03 0.04 0.04 0.04 0.03 0.03

R2 M 0.53 0.53 0.06 0.05 0.48 0.58
SE 0.04 0.06 0.03 0.03 0.05 0.04

AdaBoost RMSE M 1.13 1.10 1.45 1.45 1.16 1.06
SE 0.03 0.02 0.04 0.05 0.03 0.03

R2 M 0.39 0.41 0.03 0.03 0.36 0.49
SE 0.03 0.04 0.03 0.04 0.03 0.03
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Random Forest performances, presented in the main article, are the highest among all the
four regressors.

Appendix C: Predicting other features
As a main research subject for questioning network-based models of human memory, we
limited our analysis in predicting concept concreteness. Figure C1 and Fig. C2 highlight a
supplemental analysis, and show the results for the prediction of other features. Again, we
compare the hypergraph strategy against the other graph-based and empirical representa-
tions already described in the main work. The same methodology for regression is applied
as well, i.e., a hyperparameter-tuned Random Forest. We choose to compare the dimen-
sions of valence, arousal, dominance, age of acquisition, familiarity and length, expecting
different performances for them across the several aggregation strategies. Results tell us
that, similarly to what we observed with concreteness, a hypergraph aggregation strategy

Figure C1 RMSE – Random Forest evaluation of several features prediction based on the different
aggregation strategies

Figure C2 R2 – Random Forest evaluation of several features prediction based on the different aggregation
strategies
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leads to better estimate valence, while the empirical values let the model perform better
for all the other dimensions. As discussed in the main text, non-semantic psycholinguistic
features might not give rise to compartmentalisation, as we particularly observe for AoA,
familiarity, and length.

Appendix D: Other aggregation strategies
In this work, we tried to cover all the fundamental network-based aggregation strategies
among pairwise ego-networks, graph communities and high-order ego-network represen-
tations, aiming to re-elaborate the features’ values of a target word. However, other aggre-
gation strategies may come to mind and, consequently, they may affect the results of a pre-
diction. For instance, regarding the graph ego-network strategy, several other options are
possible. In the main text, we represented the pairwise network using the so-called R123
strategy, where links are placed between the cue word and the three responses, without
connecting in their turn the responses (cf. Materials and Methods, Aggregation details).
However, one might think that this strategy gives more importance to the cue word than to
the responses. To validate the pairwise ego-network strategy, we also implemented other
variants, particularly:

• the more straightforward R1, where the cue word is connected only to the first
response;

• a variant where links are placed following a chain, e.g., the cue word is linked to the
first response, then the second response is linked to the second response, etc;

• (iii) a variant where the cue word is linked to the three responses, and all the
responses are in their turn connected to each other.

The last variant, in particular, can be thought of as another hypergraph-based strategy
rather than a pairwise graph-based one, since each free association is represented as a
clique. Also, we can distinguish the strategies according to the fact that some of them (R1
and R123) place edges between the cue word and the responses only, while other ones
(chain- and clique-based) include edges between the responses as well, a procedure that
gives more importance to the whole group.

The resulting graph GR1 = (VG, EG), with the filtering due to the matching between
the SWoW and the Glasgow Norms words, has VG = 3581 and EG = 61,359. Similarly,
GChain = (VG, EG) has VG = 3586 and EG = 260,104, and GClique = (VG, EG) has VG = 3586
and EG = 396,573. Results are visible in Table D3. Note that values for R123 are the same
presented in the main text. When only pairwise links between the cue word and the other
responses are present (i.e., R1 and R123), results about concreteness prediction seem to
be worse, while the performances improve when connections between responses are in-
volved. These results suggest that, when connections between “implicit”/“indirect” words

Table D3 Random Forest evaluation of concreteness prediction based on alternative pairwise
network constructions

G: Ego-Net

No edges btw resp. Edges btw. resp.

R1 R123 Chain Clique

RMSE M 1.03 1.01 0.95 0.94
STD 0.03 0.02 0.03 0.05

R2 M 0.48 0.50 0.54 0.54
STD 0.05 0.02 0.05 0.05
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are placed, performances are better, a result that leads to consider the importance of com-
partmentalised models of free associations.
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