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Abstract
Bots in online social networks can be used for good or bad but their presence is
unavoidable and will increase in the future. To investigate how the interaction
networks of bots and humans evolve, we created six social bots on Twitter with AI
language models and let them carry out standard user operations. Three different
strategies were implemented for the bots: a trend-targeting strategy (TTS), a
keywords-targeting strategy (KTS) and a user-targeting strategy (UTS). We examined
the interaction patterns such as targeting users, spreading messages, propagating
relationships, and engagement. We focused on the emergent local structures or
motifs and found that the strategies of the social bots had a significant impact on
them. Motifs resulting from interactions with bots following TTS or KTS are simple and
show significant overlap, while those resulting from interactions with UTS-governed
bots lead to more complex motifs. These findings provide insights into human-bot
interaction patterns in online social networks, and can be used to develop more
effective bots for beneficial tasks and to combat malicious actors.
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1 Introduction
Social bots are widely perceived in a negative light. Many academic and public opinions
agree that they disrupt the information environment of online social networks (OSNs)
with false or misleading information, distract and confuse users, influence political elec-
tion outcomes [1, 2], or promote terrorist activities [3]. However, it’s important to remem-
ber that social bots are simply automated programs that are capable of executing tasks on
OSNs, such as posting content and engaging with other users [4]. It is the malicious in-
tentions of some bot creators that have led to their negative impact on digital spaces [5].

Despite the negative reputation of social bots, their prevalence is on the rise. A recent
study found that bots make up between 9 and 15% of active Twitter accounts [6] (though
this was a big dispute between Twitter and Elon Musk in their legal battle before the acqui-
sition [7]). Similar estimates have suggested that bots account for up to 15% of Instagram
accounts and that 10% of facebook’s accounts are fake [8]. While many of these bots are
engaged in malicious activities, not all of them are. Some perform useful services, such
as sending vaccine appointment reminders or providing other important information in
emergency situations [9, 10]. As the internet becomes an ecosystem in which humans and
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bots coexist, it is important for researchers to understand how these human-bot interac-
tions work.

To gain insight into human-bot interactions, gathering data and conducting experiments
are the most promising methods. However, conducting experiments with social bots has
become less common due to technical challenges and ethical concerns surrounding bots
manipulating political opinions and deceiving humans. Nevertheless, some recent exper-
iments have assessed the effectiveness of social bots in digital manipulation and spam
dissemination [11], compared different infiltration strategies [12], measured the effect of
bot activity on follower count [13], and investigated how Twitter users perceive bots com-
pared to humans [14]. Other studies have utilized social bots to explore platform versus
political bias on Twitter and create a contagion model to track information diffusion on
the platform [15, 16].

While previous studies have shed light on the behavior and effectiveness of social bots,
little is known about their impact on the structures of networks in which they operate. In
this paper, we present an experimental study designed to address this gap by investigating
the evolution of networks formed by social bots interacting with other users on Twitter.
Specifically, we examine the local structures (motifs) of interactions between humans and
bots, as well as the effects of different bot strategies on the networks’ evolution. We aim
to provide insight into whether the content or the users are more influential in shaping
network structures, which may inform the design and deployment of more effective and
beneficial social bots. This way we also hope to contribute to the ongoing debates about
the nature of social networks.

For our study, we deployed six social bots on Twitter for a five-month period and ana-
lyzed the evolution of the networks they participated in using a network science frame-
work. To understand these networks, we identified and examined the network motifs
present within them. Network motifs, also known as “motifs” or “local structures,” are sta-
tistically significant mesoscale structures that exist within larger graphs or structures [17].
Similar to social cliques, motifs are considered essential components for the higher-order
organization of complex real-world networks [18]. They have been widely used to describe
the dynamics of networks in natural systems, such as biological and ecological systems,
and man-made networks, including power grids and social networks [19–21].

Network motifs have been extensively studied in online social networks (OSNs) like
Twitter and Yahoo, they have been mainly used to map emotional expressions during
emergency events [22], explain knowledge-sharing and question-answer patterns [23],
and characterize opinion formation processes [24]. It is essential to note that network
motifs are platform-specific, and their types and roles vary significantly from one OSN to
another [25]. To date, there has been no research into network motifs in the context of
human-bot interactions.

Our research has potential to contribute towards improving the effectiveness of bots
in carrying out useful tasks, as well as combating malicious bot activities. It also offers
insights into how social bots can coexist with humans by adapting to the structures of
existing networks. Understanding the patterns of human-bot interactions in online social
networks is crucial for this progress.

The paper is structured as follows: Sect. 1 describes the experimental setup, including
the design of the social bots, their strategies for interacting with other users, and the con-
tent they posted. Section 2 provides an overview of the bots’ networks and their evolution.
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Section 3 analyzes and interprets the motifs in those networks. Finally, in Sect. 4, we dis-
cuss the implications of our findings and the limitations of our experiment.

2 Experimental setup
For this experiment, we created and released six bots on Twitter and monitored their in-
teractions with humans over five months. These bots published content using a language
model [26], and had the same interaction capabilities as a human on an OSN. Nevertheless,
all of them were given specific “rules of engagement” and each pair of bots was assigned a
different strategy that directed them to act in a distinct manner.

This experiment was composed of five main components: the environment, humans,
bots, a mediator and a data collector. (1) The environment is the medium in which the
experiment is conducted; in this case, Twitter. The platform’s policies and regulations on
safety, privacy, authenticity and more define Twitter’s operating environment. (2) Humans
are persons with a Twitter account who occasionally interact with the experiment. (3) Bots
are automated agents: computer programs created for the experiment that communicate
and engage in the chosen environment. (4) The mediator is a program that controls the
bots’ communications and engagements with other bots and humans. (5) A data collection
utility securely stores the data into a server for further analysis. This section focuses on
the bots and mediator of this experiment, detailing their design methodology and speci-
fications.

2.1 Building social bots
2.1.1 Perception, decision, and action framework
In order to create a social bot on Twitter, two steps must be taken: 1) writing a script with
instructions for the bot’s behavior and 2) creating an application through the developer
portal for the Twitter account [27]. This experiment employed a three-step logic frame-
work of perception, decision, and action (see Fig. 1). Perception involves collecting and
processing data, such as identifying trending hashtags, scanning user timelines for recent
tweets, reading tweet text, and recording retweets and other engagements. In the deci-
sion stage, the bot chooses its next move based on insights from the perception stage. For
instance, this decision is made by randomly selecting one or two most retweeted or liked
tweets in one of the top five trending hashtags. Finally, in the action stage, the bot per-
forms an action or series of actions. For example, if the bot decides to respond to a user’s
tweet, it will request text from a content generator API, which will then be used as a reply.
For more details on the implementation of the framework, the bots’ workflow and the data
collection process check the supporting information (see Additional file 1).

2.1.2 Profile and activity settings of social bots
Giving bots a human personality in their public operating environment requires at least
names and photos [28]. We chose neutral names for the bots’ profiles, such as “Philip
Nolan” from Edward Everett Hale’s novel Man Without a Country. This name could be
either real or fictional, thus reducing the chances of recognizing that the accounts belong
to bots as well as avoiding declaring that the content is not generated by a human. Addi-
tionally, we used fictional profile pictures to avoid infringing on other people’s privacy by
using real humans’ photos [29]. To avoid any bias, we did not make any information about
location or gender (except possibly the name) public on the bots’ accounts. We also did
not disclose whether these accounts were run by humans or bots.
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Figure 1 Diagrams of the perception, decision, and action framework and the workflow of themediator. (Top) An
illustrative diagram of the perception, decision, and action framework that dictates the workflow of each bot
during the cycle of each interaction they make. (Bottom) The mediator API is built to listen to the events from
Twitter and select the interaction type, the bots and the time of the interaction, and then put the response in
a queue

The programming of the bots determines their “personality” and the way they interact
with the environment. The bots were designed to take advantage of all the features that the
environment provides; they could do anything on Twitter—tweeting, retweeting, follow-
ing, unfollowing, replying, mentioning and liking—that a human user can. The bots were
not told to follow each other, but during the process they began to follow one another.

2.2 Common rules of the bot’s engagement
The six bots were given three rules to abide by when interacting with other accounts and
humans. Firstly, they could only respond to external prompts such as a reply to their tweet
or an alert about new trending content. Secondly, the bots were instructed to not only
reactively interact with other accounts but also post content proactively in order to look
normal and interesting. Lastly, a mediator was responsible for deciding when the bots
could interact. This was done for two reasons: first, without a mediator, the bots might
interact with each other and others simultaneously, potentially violating Twitter’s spam
policy [30]; second, the mediator helped to balance out the bot-bot interactions among
and within strategies.

2.3 Overview of the interaction strategies
The bots in our experiment were each assigned a strategy to interact with users in their
network. Each strategy was designed to ensure that the bot’s behavior was consistent and
could help it gain the trust of human users. By varying the strategies of the bots, we were
able to replicate the diversity of human users who interact in a variety of ways online.
More importantly, each strategy was used as an independent variable to measure its effect
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on mesoscopic network structures, our dependent variable. The strategies reflected dif-
ferent ways in which OSN users interact with other users; for example, some people are
interested in trends and novelties while others are more interested in influencers and their
published content.

We created three strategies and gave each one to two bots. The strategies are designed to
observe and react differently to changes in the environment and to other bots’ and humans’
actions, leading to “intelligent” bot behaviors [31].

The bots with the Trends-Targeting Strategy (TTS) kept an eye on the top five hashtags
from the global trends list on Twitter [32]. They would then post about these hashtags or
interact with other users who were using them by liking or retweeting their content, or
by following them. The idea behind this strategy is that engaging with a trending hashtag
increases a bot’s visibility and, as a result, its chances of becoming embedded in the net-
work. Trends are like digital public gatherings, and in such gatherings, there is a greater
chance of meeting new people. For example, after a football game, a trending hashtag will
draw in people who are interested in sports to discuss, converse and maybe fight.

The second strategy, the Keywords-Targeting Strategy (KTS), was also content-focused
but more passive. The bots using this strategy did not depend on current or upcoming
trends and conversations, but rather on a consistent interest in certain topics. They would
search other users’ tweets for the presence of one or more of these topics and interact with
them if found. They would also post tweets about their topics of interest. The idea behind
this strategy was to find users with similar interests to interact with. KTS is based on the
reasonable assumption that most people have a limited range of interests when browsing
the internet and are less likely to engage randomly with any topic.

Twitter’s advertising campaign guidelines suggest using a minimum of 25 keywords [33].
For this experiment, we opted to use 50 English keywords that were selected from the
University of Vermont Complex Systems Center’s research on universal positivity bias and
happiness [34]. This study provided us with a list of non-polarizing keywords that fit with
the purpose of our study. These included words such as music, jokes, forests, family, cake,
kitten, success, holidays, and beach; a full list of chosen keywords can be found in the
accompanying supporting information (see Additional file 1).

The User-Targeting Strategy (UTS) was also employed in this experiment, which in-
volved bots following influential Twitter accounts. This was based on the idea that by
doing so, the bot’s exposure to their followers would increase, thus boosting its own pop-
ularity within the network. The influential accounts chosen were diverse and politically
balanced, and their levels of popularity were comparable; some of these included Barack
Obama, Donald Trump, Justin Bieber, Cristiano, Bill Gates and CNN. The influential ac-
counts were identified by the number of followers they had regardless of why they had
them. A full list of users is available in the supporting information section (see Additional
file 1).

Our decision to employ these three strategies was based on two key considerations.
Firstly, each strategy operates with a different level of focus. The TTS is more dynamic,
continuously adapting to current trends and thus encompassing a broad array of rapidly
changing, largely unrelated topics. Conversely, KTS narrows its focus to a defined set of
50 keywords, yielding a more limited range of topics. UTS is the most targeted of all,
specifically centering on a select group of users. Secondly, the strategies can be classified
into two categories based on their orientation: content-centric (TTS and KTS) and user-
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centric (UTS). Our objective is to draw meaningful comparisons between networks that
arise from a focus on content and those shaped by users’ interests.

2.4 The mediator workflow
The mediator’s role was to oversee and coordinate the bots’ activities and interactions.
This API was designed as a program within which the bots interacted autonomously, but
they were aware of when to interact after receiving a signal to do so. The workflow fol-
lowed a four-step process (see Fig. 1): (1) being notified of a triggering event, such as a
reply, a mention or a new trend; (2) randomly selecting one or two bot(s) to act and ran-
domly choosing the type of action; (3) if the chosen response involves text, requesting a
response text from the content generation API; and (4) scheduling the bot’s response or
the responses of multiple bots, ensuring there is an interval between responses if more
than one bot was instructed to respond. The mediator only governs the interaction API,
which is the first part of the bots’ logic. The tweeting API, which is the other part of their
logic, works independently from the interaction API and according to each bot’s strategy.

3 Network representation and data
To track the bots’ activities, we created network maps of their interactions. This was done
through snapshot representation, which allowed us to analyze the network as its structure
evolves [35]. Snapshot representation creates a discrete-time sequence of networks, as
shown in Eq. (1). We aggregated the interactions after one day, built the resulting network,
and repeated this process for each subsequent day:

N =
{

N(1), N(2), . . . , N(tmax)
}

, (1)

where N(tmax) is the number of networks.
The experiment ran for five months (from July, 2020 to November, 2020), with unavoid-

able interruptions to data collection due to external constraints. The interruptions oc-
curred due to two primary causes. First, Twitter occasionally restricted the tweeting and
interaction APIs used by the bots, resulting in restriction periods ranging from 24 hours
to two weeks during which the bots could not take any action. Second, there might have
been technical issues in the data collection API which prevented full data collection but
did not affect the bots activity.

Despite these challenges, our analysis was designed to ensure the validity and integrity
of our results. Specifically, we filled any gaps in data with information from the preceding
period based on our assumption that the bots’ activity would likely remain unchanged
until new data were received. This approach was employed as a means to maintain the
continuity of the experiment.

As a result, we collected 75 days of data on bots using KTS, 95 days of data on bots
using TTS, and 90 days of data on bots using the UTS, with significant overlap between
the observation periods. The two most significant periods of inactivity were 15 days for
the bots using KTS and 9 days for those using UTS. These were both due to suspensions
from writing to the Twitter API. However, these suspensions were removed automatically.

We acknowledge that this may raise some concerns about the completeness of our data.
However, it’s important to note that these interruptions mirror real-world behaviors of hu-
man users on social media platforms who often experience their own periods of inactivity
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Figure 2 This diagram illustrates the interactions of humans and bots within the networks. Bots, represented in
blue, and humans, depicted in red, engage in four potential types of interaction: bot to bot (blue-blue), bot to
human (blue-red), human to bot (red-blue), and human to human (red-red). These interactions, denoted by
links between respective nodes, can manifest as follows, likes, mentions, retweets, or replies—each
distinguished by a unique color. The graphic provides an overview of the potential dynamics within this
ecosystem, clarifying the participants in each interaction and the various forms these interactions can take

or suspension, so a pause in tweeting or interacting does not significantly compromise
the integrity of our results. To further validate this approach and our results, we ran our
analysis on both the complete data set and a sample with no data collection interruptions.
Importantly, we found identical results in both cases, which adds a layer of confidence to
our findings.

The data shows five types of interactions: like, follow, retweet, reply, and mention, and
four settings of interactions: bot-bot interactions, bot-human interactions, human-bot in-
teractions, and human-human interactions (see Fig. 2). However, we excluded 26 inter-
actions executed by a human and targeted at another human from our analysis for two
reasons. First, they are not relevant to this paper’s research questions. Second, explain-
ing how bots facilitated these human-human interactions requires special handling and
different data collection methodology that is not centered around bots.

We also created bot-human networks for each strategy and a bot-human network that
tracked the activity of all bots (see Fig. 3). Each node in the network represented either a
bot or a human, while links between nodes indicated one of the five types of interactions,
such as “likes” or “follows”. Our network map treated all forms of interaction equally, re-
gardless of quantity or type. This is a simplified version of a more intricate reality. The
quality of a link can vary depending on factors such as whether one user is following an-
other user or simply retweeting their content, or if they are following a node with one
hundred followers or one hundred thousand followers.

Altogether, the bots tweeted around 21,000 times and were involved in around 43,000
interactions. Figure 4 demonstrate that the TTS had the most incoming and outgoing in-
teractions. The rewards, which are incoming interactions from humans to bots, are gen-
erally much higher with the TTS than with the other two strategies, except that the “in-
coming likes” are much higher in KTS. The UTS received the least rewards in all incoming
interactions.

While bot-bot interactions played a relatively minor role in our analysis, we recognize
their potential importance in future metaverse-like environments. However, our study fo-
cuses on analyzing interactions between bots and humans, in both directions. We found
that “likes” and “replies” were the most common types of interactions between humans
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Figure 3 Snapshots of the interactions between humans and bots. Each graph represents the state of
connections on a specific day for: UTS, KTS, TTS, and the strategies combined. The state of connections on a
specific day is represented by each graph and denotes a red node for humans and a blue node for bots. The
link between them is one of the five types of interactions

and bots, while “mentions” and “retweets” were less common. Other interactions fell
somewhere in the middle. Our findings suggest that bot-bot interactions appear to be
rather mechanistic and limited in diversity, interactions involving humans and bots are
more varied and meaningful, highlighting the potential of online platforms to facilitate
rich and engaging exchanges. This implies that although bots participate fully in the
ecosystem, much of the complexity comes from the human participants (see Fig. 4).

4 Analysis of local structures
4.1 Detecting local structures
By examining local structures, referred to as motifs, in the networks, we were able to gain
a better understanding of bot-human interactions’ patterns. This experiment focused on
three-node motifs, which are that involve three nodes (either human or bot) connected
by a type of link (interaction). In directed networks, such as those found on online social
networks, there are only 13 possible types of three-node connected motifs, which can be
seen in the image below (see Fig. 5).

We chose to analyze three-node motifs for three main reasons. Firstly, they are much
more prevalent in social networks than four- or five-node motifs. Secondly, the functions
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Figure 4 Summary graphs to illustrate the interactions of the UTS, KTS, and TTS. The stacked line graphs allow for
a comparison of the cumulative performance of three ways of interactions: bot-bot, bot-human, and
human-bot. The graphs have distinct colors to represent each of the five different types of interactions.
Additionally, the violin plots display the daily maximum, median, and minimum number of interactions for
each of the three interaction types: bot-bot, bot-human, and human-bot

of three-node motifs are more meaningful and straightforward in social networks; they
represent the most basic level of group connection. Lastly, they require less computing
power to identify than larger motifs. The 13 motifs identified in a network each have a
unique shape and purpose, which can be used by individual nodes or users to increase
their influence. Our experiment demonstrated that each motif has a specific function, and
analyzing their prevalence in different networks is essential for understanding the strate-
gies of bots.
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Figure 5 Detailed illustration and interpretation of all 13 possible three-node connectedmotifs in directed
networks, highlighting six significant motifs and their contextual relevance in Online Social Networks (OSNs).
1. Motif id6 (“Diverging” or “Fan-out” motif ): Characterized by a source node (A) diverging to two other target
nodes (B and C), this motif can indicate broadcasting or information spreading scenarios in OSNs, with a
single user disseminating content to two recipients. 2. Motif id12 (“Chain” motif ): Displays a sequential pattern
of connectivity, forming a directed “chain” or “path” (B– > A– > C). This motif is indicative of sequential
information exchange, typically observed in instances like information cascades. 3. Motif id14: Comprises a
chain-like structure between two nodes (A and B), with node A also connecting directly to a third node (C).
4. Motif id36 (“Converging” or “Fan-in” motif ): Inverts the diverging motif structure, featuring two source
nodes (A and B) converging into a single target node (C), representing shared support or common targets
within a network. 5. Motif id98 (“Circular” motif ): Constitutes a cyclical, unidirectional pattern where each
node is linked to one other node (A– > B, B– > C , and C– > A), enabling a path returning to the origin node.
6. Motif id108 (“Feed-forward Loop” variant): Diverges from the traditional “Feed-forward Loop,” with one node
(B) reaching out to two other nodes (A and C), with nodes A and C sharing a reciprocal connection. 7. Motif
id238 (“Fully connected motif”): This motif signifies a network condition where all nodes have mutual
connections. 8. Motif id38 (“Feed-forward Loop”): Presents a motif where node A connects to nodes B and C ,
while node B also connects to node C , illustrating instances of information cascading via a direct and
intermediary path. 9. Motif id46 (“Feed-forward Loop” variant): Contains two mutually connected nodes (A
and B), both independently connecting to a third node (C), indicative of either independent information
sharing or non-reciprocal friendship situations within a network. 10. Motif id74: Mimics Motif id14’s
configuration, but with nodes A and B sharing mutual connection, and node C also connecting to the first
node (A). 11. Motif id78 (“Star” or “Hub” motif ): Demonstrates a node Amaintaining mutual connections with
nodes B and C , but without a direct link between nodes B and C . 12. Motif id102 (“Feed-forward Loop”
variant): Incorporates an additional mutual connection between nodes A and C , compared to the typical
“Feed-forward Loop” motif that forms a directed chain between nodes A, B and C . 13. Motif id110
(“Feed-forward Loop” variant): This motif exhibits nodes A and B with a mutual connection, a directed edge
from node B to node C , and a mutual connection between nodes A and C

We used the subgraph enumeration algorithm (ESU) to identify network motifs [36], en-
suring that these motifs met the graph isomorphism condition. Upon detecting all motifs,
we classified them into one of 13 pre-defined motif types.

To distinguish between significant motifs (those reflecting a pattern) and random oc-
currences, we employed the configuration model. This statistical model generates ran-
dom graphs by reshuffling the edges of the original network while preserving the same
degree distribution. The random networks, therefore, maintain the degree sequence of
the original networks but have randomized structures. For more detailed information on
the configuration model, please refer to the (Additional file 1).

We applied the ESU algorithm and the isomorphism condition to these randomized
networks, enumerating and categorizing the motifs found within them. By comparing the
frequencies of each motif type in the original networks and the randomized networks, we
could identify which motifs in the original networks occurred with a significantly higher
frequency.
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Significant motifs are those that occur more frequently than would be expected by
chance in the randomized networks. A motif was considered “frequent” if it appeared
in the original network significantly more often than in the majority of randomized net-
works.

Motifs that did not meet this frequency criterion were deemed likely to be random oc-
currences, and thus less informative for understanding bot strategy performance. Follow-
ing the construction of the networks, we carried out motif detection, classification, and
analysis at regular intervals based on snapshots captured nearly daily.

We detect motifs when at least one of the nodes is a bot. The motifs defined above with-
out the specification of the node types are called structural motifs. We have two kinds of
nodes, humans and bots, which can be represented by different colors, leading to colored
motifs.

4.2 Emerged local structures
Our analysis of the dataset revealed the presence of six out of the thirteen structural motif
types: id6, id12, id36, id74, id46, and id38. Each of these motifs represents a specific pattern
of interaction between bots and/or humans on social media platforms. Motifs id6, id12,
and id36 have simpler relations between two nodes out of the three. For example, motif id6
can occur when one bot retweets the posts of two humans, whereas motif id36 results from
two bots following the same human. In contrast, motif id74 is more complex; for instance,
it can occur when two bots interact with each other and a human interacts with one of
them. Motif id74 is complex because it involves more complicated interactions between
nodes (i.e., have a reciprocal relation between two nodes out of the three). Motifs id46 and
id38 have a closed-triangle structure with interactions flowing between three nodes.

Figure 6 illustrates the relative importance of motif types in the networks of UTS, KTS,
and TTS. It is evident that different strategies produced distinct local structures with vary-
ing levels of significance. The UTS, KTS and TTS all shared two simple motifs, identified
as id12, id36 and one complex motif identified as id74. Complex motifs, however, were
not shared across the board. A motif is considered simple if it cannot close the triangle
or has only one reciprocal link; a complex motif has a closed triangle and more than one
reciprocal link. In summary, the UTS activated six types of motifs, the KTS activated four,
and the TTS activated three.

Figure 6 also demonstrates the daily frequency of the significant motifs during the ob-
servation period. Most of the motif types had a steady but mild growth rate. However,
id12 and id6 had a much more significant increase in growth compared to the other motif
types, with an increase of an order of magnitude more than any other type. This suggests
that these two motifs were dominant in the networks being studied.

The data also show a substantial similarity between TTS and KTS in terms of activated
local structures. They both activated three motifs: id74, id12, and id36. This might be
due to them being content-oriented. However, KTS and TTS were distinguished by the
absence of the id6 motif in TTS. Motif id6 refers to a dissemination pattern where one
user amplifies the posts of two different users. This pattern may manifest itself in a variety
of ways, including combinations of likes and retweets to two other users, be they humans
or bots. Even though TTS yielded higher rewards in terms of followers and replies, KTS
demonstrated better results in terms of “likes” and in propagating the id6 motif.

In TTS, we noted the emergence of motif id74. This motif, characterized by two nodes
interacting with a third node and only one node from the pair receiving engagement from
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Figure 6 Emerged local structures in UTS, TTS and KTS. (Left) Bar plot illustrates the average normalized z-score
only for significant motifs. UTS showed six network motifs, KTS showed 4 motifs, and TTS showed 3 motifs.
(Right) Line graph shows the changes in frequency of significant motifs over time

the targeted individual, suggests a certain level of engagement focused on content in social
media. However, the fact that TTS and KTS activated only this one complex motif, despite
its significance, indicates a relatively weaker form of engagement compared to UTS.

The absence of motif id6 in TTS suggests that engagement, such as mentioning another
user, doesn’t automatically lead to wider content spreading like retweeting. This implies
that TTS might engage actively but not necessarily disseminate content widely. On the
contrary, KTS activates both id74 and id6 motifs, indicating an effective blend of engage-
ment and content spreading. Thus, KTS not only involves direct interactions but also am-
plifies content, providing a balanced approach to social media interaction.

Both the UTS and KTS also shared the common characteristic of frequently activating
the ‘id6’ motif. Motif id6 is a spreading pattern, and the results show that both a content-
based strategy and user-based strategy are able to spread (amplify) content, when the focus
is high. The difference between KTS and UTS lies in the former focusing on a broad array
of topics instead of concentrating on individual users. Such observations may also suggest
that focusing on targeted content also implies a limited number of users’ interests.
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UTS uniquely exhibited more complex motifs such as id38 and id46, pointing to the
intricacies of user-focused engagement. The manifestation of these motifs in the UTS im-
plies that a tighter focus, as embodied in this strategy, tends to amplify the level of engage-
ment. This not only reiterates the correlation between the preciseness of an interaction
strategy and the pattern of engagement within these networks but also emphasizes the
importance of direct and bidirectional engagement in building interactive relationships.

In summary, the two primary patterns identified in our study, id6 and id36, demon-
strate the most common behaviors exhibited by bots in social media: spreading, where a
bot retweets multiple tweets, and targeting, where multiple bots follow a single human.
These strategies are frequently used for marketing, propaganda, and misinformation pur-
poses [37]. We found that all the strategies employed in our study demonstrated these pat-
terns, except for TTS, which did not activate id6. However, all strategies activated id74,
which indicates engagement due to the existence of a reciprocal link between two out of
the three nodes. In KTS, motif id74 was the most significant, suggesting that a keyword-
based approach is effective in increasing engagement between users.

Building upon our structural motif analysis, we incorporated a color-based methodol-
ogy to more precisely identify the unique interaction patterns arising in the bot-human
network. Inspired by prior research [38], we labeled nodes and edges with specific colors:
nodes were designated either as “bots” or “humans,” while edges were colored to represent
one of five types of interactions—retweet, like, follow, mention, or reply. This approach al-
lows for a nuanced representation of network relationships, as shown in Fig. 7.

The color-based analysis unveiled a higher number of unique patterns in each strat-
egy: TTS, KTS, and UTS yielded 479, 388, and 245 unique colored patterns, respectively.
Intriguingly, across all strategies, the colored variations of motif id74 emerged as a foun-
dational structure. Nevertheless, its distribution varied significantly: while it constituted
85% of all patterns in TTS and 78% in KTS, UTS exhibited a relatively diverse pattern
distribution with id74 making up 59% of all patterns (see Fig. 7 for more details).

Despite its frequent occurrence, motif id74 is far from trivial. The id74 structure demon-
strates a situation where two nodes (A and B) maintain a reciprocal relationship, typically
a “friendship” on the platform, with a third node (C) only connecting with one of them (A).
This structure carries the potential for future engagement between node C and B, either
directly or indirectly through node A.

In TTS, for instance, the most common id74 pattern consisted of a bot and human in
a mutual follow relationship, with another human liking the bot’s content. For UTS, the
id74 pattern most often showed a bot and another bot engaged in a reciprocal relationship,
with a human liking the first bot’s content. In KTS, the prevailing id74 pattern showcased
a bot and a human in a mutual follow relationship, with another human liking the bot’s
content.

These motifs, dynamic in nature, often evolve over time, transforming into different
types. For example, node C, in motif id74 case, may later establish a direct relationship
with node B, where node A acts as a bridge between B and C, which then leads to closing
the triangle. Or, node C could propagate information to B through A. In this context of
information cascades, such indirect relationships can be as impactful as direct ones.

A feature shared across these strategies is the motif id36, which typically displays two hu-
mans liking a bot’s content. This consistency suggests that regardless of the implemented
strategy, bot-generated content has the capability to attract and engage human users.
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Figure 7 Stacked bar plot illustrating the distribution of coloredmotifs across strategies. The top section
showcases the prominence of Motif id74 across all strategies, constituting 59% (146 instances) of patterns in
UTS, 85% (411 instances) in TTS, and 78% (304 instances) in KTS. In comparison, Motif id12 takes up
approximately 10% (42 instances) in KTS, 8.5% (41 instances) in TTS, and 14.6% (36 instances) in UTS. Motif
id36 is represented with 6.7% (26 instances) in KTS, 5.6% (27 instances) in TTS, and 8% (20 instances) in UTS.
Moreover, id46 and id6 make up 11% (27 instances) and 6.5% (16 instances) of UTS respectively, while id6
constitutes 4% (16 instances) in KTS. The bottom part of the figure depicts the most prevalent pattern for
each distinct motif type within each strategic approach, underlining the unique interaction dynamics
nurtured by each

Moreover, the analysis exposes a fundamental aspect that transcends these strategies:
human-initiated interactions with bots are crucial for activating significant network mo-
tifs. For instance, the common patterns of motif id74 in TTS and id12 in KTS both orig-
inate with a human liking a bot’s content, leading to subsequent interactions. Similarly,
across all strategies, motif id36 shows two humans like a bot content. Thus, even though
bots can influence the dynamics of these interactions, human engagement with bots ap-
pears to be the initial spark that ignites these patterns.

This ecosystem of humans and bots exhibits two key properties: it is self-organized,
meaning that we did not instruct the bots to follow or retweet the same humans, yet they
did so in a pattern that emerged organically. Additionally, the ecosystem is evolving in
two ways: firstly, it is gaining slow but steady traction as more users engage with the bots;
secondly, the interactions are progressing into more complex local structures, where in-
teractions can have diverse and nuanced meanings.

5 Discussion
In this study, we explored the impact of social bot strategies on the local structures that
emerged within the networks of humans and bots on Twitter. By creating six bots and ob-
serving the changes in network structures, we identified three-node motifs that reflected
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patterns such as targeting users, spreading messages, propagating relationships, and en-
gagement among users.

Our findings indicate that the most rewarded strategy (TTS) had the least diverse local
structure patterns, while the least rewarded strategy (UTS) had the largest set of local
structures, activating up to six different types of motifs. This suggests that the choice of
bot strategies should be informed by the specific goal for which the bots are intended.

Furthermore, we found that content-related strategies (TTS and KTS) had a significant
overlap in terms of local structures activated, while the user-oriented strategy was the
only one to activate more complex motifs. Each of the three strategies could activate mo-
tif id74, a local structure consisting of two reciprocally linked nodes and an additional
node interacting with one of these. This structure, serving as a foundational component
for all strategies, bears potential to drive information cascades. Notably, the KTS shows
promise in bridging the benefits of both approaches, by targeting content that resonates
with particular users. This strategy has shown the ability to create engaging patterns while
effectively disseminating content, key to achieving success on social media platforms.

It is worth noting that there is a debate about what defines a social network: is it the
content or the users (i.e., their networks)? [39] Our findings suggest that the activation
of more diverse motifs in UTS indicates the potential success of a user-focused social
network, which prioritizes building connections between users. KTS’ success highlights
the importance of understanding the role of both content and user interactions in shaping
the structure and dynamics of online social networks. While typically experiments require
a large number of bots to influence individual opinions and demonstrate the impact of
content on people, we conducted our experiment on a small scale and used non-sensitive
material to maintain neutrality and technical simplicity.

It is also important to note that the visualization of these motifs do not reflect the tempo-
ral character of the links. While the existence of these motifs suggests that certain patterns
of interaction between bots and humans may be more likely to occur in sequence, further
study is needed to uncover the temporal-causal aspects of the motifs [40].

This study concentrates on uncovering local interaction patterns that emerge within net-
works comprising both bots and humans. While we intentionally omitted certain human-
to-human interactions from our data analysis, we recognize their potential importance
and the unique interaction dynamics they could reveal. The role of bots in shaping these
omitted interactions presents a compelling avenue for future research, particularly with
regard to how bots might alter these interpersonal dynamics and potentially influence the
relationships established among human users.

We must also note that our research is contextualized within a specific timeline, preced-
ing the managerial changes introduced by Elon Musk’s acquisition of Twitter in 2022. As
a result, the direct generalizability of our specific results to the evolving Twitter landscape
might be limited. However, the value of our study extends beyond these findings and is
also strongly associated with the methodologies and analytical approaches we employed.
The use of network motifs to understand local interactions proves instrumental in com-
prehending user dynamics on digital platforms. While these motifs are platform-specific,
the methodology itself is adaptable, providing a blueprint for researchers studying other
social media platforms.
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