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Abstract
Politicians have used the web and social media to circumvent the gatekeeping
behavior of traditional mass media by directly communicating with supporters in
their accounts. This paper is aimed at understanding communication strategies used
by politicians and campaigns, focusing on the role of gender cues in their visual
self-presentation and their impact on election outcomes. Previous research has
discussed the importance of visual portrayals of leaders in campaigns. These studies,
however, have been mainly based on manual coding and are limited in scale and
scope. This paper aims to fill the research gap by introducing a multi task method that
infers perceived gender-stereotypical visual traits from social media images. We
analyze 77,861 photographs collected from the Facebook accounts of 554 US
politicians who ran in the 2018 elections. Regression analyses discover the positive
association of the masculinity trait for electoral outcomes. We also identify an
empirical evidence that the effect of gender stereotypes could vary according to the
gender and party combinations of the candidates in a race. In the intersectional
analysis, we found that the win of female democrats against the same gendered
opponent was positively correlated with the femininity trait score. This study provides
methodological foundations and empirical contributions to the understanding of
politicians’ campaign behaviors via photographs shared on social media and their
relation to electoral success.

Keywords: Visual communication; Personal trait; Gender stereotype; Political
campaign; Deep learning; Computer vision

1 Introduction
The advancement of internet and communication technology has allowed people to con-
nect with others through online social platforms. More citizens are using social media as
their primary news sources [1], and politicians are also quickly shifting to social media
to reach out to their supporters by circumventing journalistic gatekeeping processes [2].
Figure 1 shows a few photographs posted by Kamala Harris on her Facebook account. As
shown in the examples, politicians routinely rely on typical imagery and visual rhetoric to
emphasize certain personal traits and leadership styles where they are self-assigned var-
ious roles such as a “good mother” or “invincible fighter”. These persuasive self-elected
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Figure 1 Photographs from the Facebook account of Kamala Harris during the 2020 US election, the Vice
President of the US Visuals can highlight specific personal traits such as (a) femininity and (b) masculinity with
different expressions, people, clothing, and activities

characterizations are articulated by emotional expressions (smile or shout), performance
activities (cooking or shooting), and interacting with people (children or veterans) in pho-
tographs [3]. As such, politicians have “professionalized” visual communication online by
carefully and strategically selecting content to effectively appeal to their voters as an ideal
leader [4, 5]. In contrast to text, politicians’ visuals can trigger voters’ heuristic routes of in-
formation processing [6]; it can thus facilitate prefigured perceptions of politicians’ traits
in a certain way. Such accessible heuristics can play an important role in electoral success
especially by affecting the decisions of voters who are not interested in politics [7].

A substantial body of literature has examined the use of gender traits in visual presenta-
tion in electoral campaigning. Previous research has shown that masculine visuals, such as
wearing a formal suit, when perceived as a positive trait [8], can lead to voters’ perception
of a politician as an ideal candidate of competency, leadership and eventually electoral
success [9, 10]. In contrast, feminine stereotypes view women as emotional, warm, and
nurturing, which contrasts with the expected characteristics of a political leader, such as
being outspoken and aggressive [11]. While there has been empirical evidence of such ad-
verse effects on voters through the use of feminine visuals [12, 13], several studies have
argued that expressing femininity could be an effective presentation strategy for female
candidates to induce more voters to support them [14, 15]. Others argued that mascu-
line visuals expressed by female politicians could cause a backlash [16, 17], as suggested
in Hillary Clinton’s defeat in the 2016 election.

The above observations in previous research suggest that expressing gender-
stereotypical traits plays a role in political campaigning but only in a complicated fashion.
The literature allows only for a limited understanding due to the restricted capability of
manual coding and interview-based methods, which were generally employed. An analy-
sis of selected photographs only allows us to have a partial understanding on the effects
of gender cues displayed through a large number of photographs shared over an election
campaign. Research that relies on only a few candidates in an election makes it difficult
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to compare findings with other observations from a different election where contextual
factors differ.

This study aims to fill this gap by analyzing a comprehensive dataset of campaign pho-
tographs shared on social media for a single election in the United States. For the auto-
mated inference of visual traits, we propose using techniques in deep learning and com-
puter vision. In particular, we introduce a multitask learning method that predicts multiple
personal traits simultaneously. Trained on crowdsourced annotations that could represent
perceived visual traits, the proposed approach allows us to examine the nuanced effects
of gender cues on electoral success in the analysis of 77,861 campaign images. Based on
a research hypothesis that the effects of gender-stereotypical traits may vary according to
the combination of gender and political party in a race, we investigate in which context
masculinity and/or femininity are correlated to electoral success.

To summarize, this study asks three research questions:
RQ1. Can we automatically infer gender-stereotypical traits portrayed in politicians’ cam-

paign images?
RQ2. How were gender traits in campaign photographs associated with electoral success

in an election?
RQ3. How does the gender and party combination of politicians in a race interact with the

association of gender traits?

2 Related works
2.1 Deep learning for visual media analysis
Computational social scientists have recently been using computer vision and deep learn-
ing for the large-scale visual content analysis of massive amounts of data scrapped from the
media. Computer vision is a subfield of computer science that deals with how computers
can gain high-level understanding from digital images or videos. Deep learning is a branch
of learning methods designed for artificial neural networks. In the last decade, deep learn-
ing has developed rapidly and boosted the performance of computer vision methods. The
automated approach for analyzing visual content can significantly improve the efficiency
of coding and provide new insights into human behaviors and social events such as emo-
tional understanding [18], elections [19–22], collective actions and protests [23, 24], and
inferences about personal traits and ideology [25–27]. Since a substantial portion of online
communication is conducted in the form of visual data, image data offer unprecedented
potential for social science research on the web [28]. Recent work has used deep learning
to assess subjective psychological cues such as emotion [29] or personality [30, 31] from
user photographs on social media. Other research examined visual arts and photography
using computer vision that brings insight into the history analysis [32]. The increasing
popularity of visual media platforms and advances in deep learning have enabled large-
scale computational analyses to predict subtle cues from images. This paper takes a similar
approach to infer perceived personal traits from images in the context of politics.

2.2 Gender stereotype and personal traits in political communication
Here, we review personal and visual traits covered in political communication research as
a relevant trait for electoral success.

Research has highlighted the importance of stereotypical gender dimensions, “feminine”
and “masculine,” by identifying the adaptation of dimensions in the campaign ads of fe-
male candidates. For example, Hillary Clinton aired a campaign ad that showed a mother
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checking in on a sleeping child while the narration talked about protecting the country
from national security threats [17]. The “qualified” dimension was covered in a study [33].
Even if a voter favors a male candidate, a female candidate stands a chance as long as her
unique information makes it evident that she is more qualified than her male opponent.
Similarly, the dimension “competent” has been identified as a key factor in the trait eval-
uation of politicians; once a voter, who initially holds gender stereotypes about female
candidates, learns from relevant information that she is actually competent, a voter be-
comes motivated to be more readily engaged in information search [34]. The dimension
“ordinary”, one of the subdimensions of populist narratives that are built on the idea that
ordinary people stand in opposition to self-serving elites, has also been identified as a po-
tential factor in electoral success for candidates whose campaign theme is coherent with
populist framing. The dimension “elitist” was included in our study based on the same lit-
erature that has reported that engaging in expensive recreational activities reinforces the
aristocratic image, causing the candidates to be perceived as elitist figures that are distant
from the middle class [35]. The dimensions “attractive” and “threatening” have been dis-
cussed as negative traits in political communication; fleeting attractiveness and covertly
threatening faces could backfire on politicians by making them look incompetent [36].
Along with the dimensions “aggressive”, the dimension “ambitious” was covered in pre-
vious studies [37]. While aggressive female candidates were perceived as more qualified,
unambitious female candidates received a higher overall rating associated with candidate
image. The “communal” dimension was discussed as a subdimension of the feminine trait.
Visual cues or linkages to the dimensions “formal” and “patriotic” have been identified as
subcategories that manifest statesmanship for the ideal candidate frame [35]. Other per-
sonal dimensions such as “energetic,” “trustworthy,” and “confident” are also frequently
used in studies in the visual analysis of perceived personality and persuasive intent of
politicians in media [3, 20].

Based on the literature, this study exploits 22 visual traits with a focus on masculinity and
femininity. Due to their abstract nature, voters may perceive those traits to be interrelated.
We aim to identify gender-stereotypical traits with correlation analysis and use them for
further analysis.

3 Data and methods
In this section, we describe the dataset of social media images shared for election cam-
paigns. We also present a deep learning method used for inferring personal traits related
to gender stereotypes and electoral success (RQ1).

3.1 Data description
This study examines a comprehensive dataset of campaign images collected in our previ-
ous study [22]. It consists of the images shared by the Facebook accounts of US politicians
who ran for the 2018 House, Senate, or Governor election. Using the list of political candi-
dates collected from Balltopedia1 and manually identified Facebook accounts, we down-
loaded public photographs shared over the year 2018 until the election date (November 6).
As shown in Fig. 2, politicians posted more images as the election day approached. To con-
trol for temporal differences between politicians, we focus on the last three months before

1https://ballotpedia.org.

https://ballotpedia.org
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Figure 2 The average number of daily photographs posted by politician’s accounts in the initial collection

Table 1 Descriptive statistics of the target dataset

Party Gender Elected? Number of
politicians

Mean image count
per politician

Median image count
per politician

DEM Male Win 75 131.2 89
Lose 71 154.9 91

Female Win 53 136.8 83
Lose 81 141.8 121

GOP Male Win 137 126.9 89
Lose 94 156.9 78

Female Win 14 192.3 132
Lose 29 119.1 74

the election date. Table 1 shows the descriptive statistics of the target dataset, which con-
sists of 77,861 images posted by 554 politicians. The dataset is well-balanced according to
self-identified gender, party, and election outcomes.

Based on the literature on visual communication in the political context, we summa-
rize 22 personal traits that were identified as factors associated with electoral success, as
shown in Table 2. The traits provide a critical basis for understanding the characteristics
that voters perceive an ideal leader to have. Note that the visual traits are abstract concepts
that can be individually and distinctly interpreted by each viewer. Some people could con-
sider smiling faces to be a feminine concept, while others can think it is gender-neutral.
Therefore, it is crucial to capture collective perception of each trait because the perceived
traits indeed affect the voting decisions of the electorate and election outcomes. To obtain
collective perception on visual traits, we conducted crowdsourced annotations on Ama-
zon Mechanical Turk. Using a sample of 8462 images balanced by gender and political
party, we asked each annotator to evaluate to what extent a politician expresses a trait on
a five-point scale (1 to 5). We instructed the annotators to make their assessment after giv-
ing them an objective definition of each trait. For example, the definition of femininity was
given as “the quality or nature of the female sex and can be either explicitly (made obvious)
or implicitly (indirectly stated) expressed.” We controlled the annotators’ characteristics
by excluding responses from annotators who were not familiar with US politics or who
could recognize the politicians in the given photographs. Ten annotators were assigned to
each image.
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Table 2 Split-half reliability for the crowdsourced annotations

Trait Agreement Trait Agreement

Feminine 0.63 Ambitious 0.306
Formal 0.565 Qualified 0.304
Patriotic 0.564 Agreeable 0.303
Masculine 0.561 Attractive 0.3
Professional 0.525 Elitist 0.28
Friendly 0.446 Competent 0.261
Maternal 0.418 Threatening 0.261
Energetic 0.409 Reassuring 0.245
Caring 0.374 Trustworthy 0.245
Communal 0.344 Credible 0.235
Confident 0.32 Ordinary 0.228

Table 2 presents the annotation quality. Instead of conventional agreement measures
such as Fleiss’s kappa or Cronbach’s alpha, we compute split-half reliability (SHR) values
that are commonly used for measuring internal consistency of subjective opinions [38, 39].
In particular, the method splits the annotations into two groups and then evaluates the
correlation of average scores between the two via Pearson’s r. This method intuitively tells
us how well the first half of the annotations predict the ratings made by the second half
of the annotators. That is, a high correlation suggests that the annotators tend to have a
high degree of internal consistency. This approach has been widely used in psychological
studies [40, 41], and a recent study used SHR for annotations about the offensiveness of
online text [39].

The results show that the crowdsourced annotations achieved a moderate level of agree-
ment of 0.561 and 0.63 for masculine and feminine traits, respectively. Other visual traits,
such as Formal (0.565) and Professional (0.525), also have an acceptable level of agree-
ment. On the other hand, there are visual traits of which the agreement rate is low, such
as Ordinary (0.228) and Reassuring (0.245), suggesting that annotators see such traits in
a distinct view. According to the rule-of-thumb interpretation of correlation coefficients,
we exclude the traits with low agreement (≤ 0.3). For the target traits, we aggregate the
five annotations on each image by transforming the responses into a value between 0 and
1 and averaging them.

3.2 Personal trait inference
We introduce a deep learning model that automatically infers personal traits from cam-
paign photographs. Given an image I , the task aims to predict k-dimensional vectors, each
of which corresponds to a visual trait value from 0 to 1. The task can be seen as a multi-
output regression. As used in a recent study [22], a standard method is to train a neural
network based on a backbone image encoder, which predicts a numeric trait from an im-
age. If we apply the method to the target problem, k different models need to be trained
to predict the corresponding k different values. Here, we propose a multitask regression
model that predicts k traits simultaneously from a single convolutional neural network
(CNN) backbone. Its underlying assumption is that the entire model would perform better
when predicting k traits together because the backbone model could obtain generalized
representation from the politician’s photographs. The training objective is to minimize the
sum of the differences in each predicted trait and truth value. Using the collective percep-
tion of visual traits obtained from the 8462 images, we trained a model that uses a CNN



Park and Joo EPJ Data Science           (2023) 12:32 Page 7 of 20

Table 3 Cross-validated model performance

Trait Standard Proposed Trait Standard Proposed

Agreeable 0.393 0.436 Formal 0.572 0.59
Ambitious 0.289 0.374 Friendly 0.45 0.496
Caring 0.364 0.442 Masculine 0.353 0.492
Communal 0.524 0.527 Maternal 0.26 0.436
Confident 0.353 0.422 Patriotic 0.448 0.432
Energetic 0.375 0.419 Professional 0.458 0.53
Feminine 0.361 0.535 Qualified 0.31 0.39

Table 4 Model performance measured on a separate test set

Trait Test accuracy Trait Test accuracy

Agreeable 0.355 Formal 0.597
Ambitious 0.35 Friendly 0.442
Caring 0.372 Masculine 0.517
Communal 0.496 Maternal 0.448
Confident 0.406 Patriotic 0.409
Energetic 0.389 Professional 0.578
Feminine 0.55 Qualified 0.431

backbone to automatically annotate corresponding features for the remaining unlabeled
images. Technical details of the method are available in the Appendix.

Table 3 presents the prediction results of the standard and proposed multitask methods.
The standard method is a CNN-based model that predicts each trait separately. Using 10-
fold cross-validation of the 8462 annotated images, we calculated the average of Pearson’s
r across the 10 test sets. The results indicate that our model predicts the fourteen vi-
sual traits with reasonable performance; the maximum accuracy is 0.59 for Formal, and
the minimum accuracy is 0.374 for Ambitious. Except for Communal and Patriotic, our
method achieves higher accuracies than the standard CNN. The low accuracy in predict-
ing ambitious and qualified traits could be explained by the highly abstract quality of the
trait.

To evaluate the generalizability of the annotation method, we inferred the trait scores
for a newly sampled (unlabeled) collection of 500 images by obtaining crowdsourced an-
notations. Table 4 presents the accuracy of our method evaluated on the new set. The
results show that the model can achieve a similar level of accuracy for the unlabeled set
as in the test performance (Table 3). While there are several differences, the test set per-
formance is, on average, equivalent to the cross-validated performance, which suggests
that the method can be used for the automatic annotation of politicians’ visual traits. Ac-
cordingly, we inferred the fourteen trait scores on the entire set of 77,861 images and used
them for the following analyses.

4 Correlation analysis on gender cues
In this section, we investigate how feminine and masculine traits are associated with other
personal traits and visual features in politicians’ photographs.

We first examine what the trait prediction model focuses on when inferring the stereo-
typical gender traits using gradient-weighted class activation mapping (Grad-CAM) [42].
In summary, it highlights important regions in an image for predicting the target concept
(i.e., the gender stereotype). Figure 3 illustrates salient features identified for inferring the
feminine and masculine traits by the CNN model. The color spectrum from blue (0) to
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Figure 3 Salient features for predicting masculinity and femininity traits using the CNN model, identified by
grad-CAM

Table 5 Correlation of the masculine- or feminine-related visual traits with the gender stereotype
traits

Type Trait Correlation with
masculinity

Correlation with
femininity

Masculine-related Formal 0.325 0.032
Patriotic 0.325 0.073
Professional 0.388 0.079

Feminine-related Agreeable 0.088 0.571
Caring –0.03 0.617
Communal 0.036 0.418
Friendly 0.018 0.586
Maternal –0.466 0.89

red (1) indicates to what extent the model relies on image regions for making a prediction.
The preliminary observation suggests that femininity may be formed around communal
activities represented by handshakes and smiling faces, and masculinity may be conveyed
through formal activities, which could be captured by politicians wearing a suit. The model
attends to the smiling face of a man for inferring femininity in the second photograph with
the presence of two women. To understand what constitutes gender stereotypes more sys-
temically after the anecdotal observation by Grad-CAM, we examine correlations between
visual traits and granular concepts.

4.1 Correlation with inferred visual traits
We first analyze whether each of the inferred visual traits is more related to masculinity
or femininity. We consider a trait t to be masculine-related (or feminine-) if rt↔masculinity is
statistically larger than rt↔femininity and vice versa, where rx↔y is Pearson’s r between x and
y. To measure the statistical significance of a difference, we convert each correlation coef-
ficient into a z score using Fisher’s r-to-z transformation and conduct an asymptotic z test
for estimating statistical significance. In summary, the method measures the difference
between rt↔masculinity and rt↔femininity considering rmasculinity↔femininity. We set the threshold
of significance as 0.05. Refer to the textbook for more details [43].

Table 5 presents the list of visual traits identified as related to masculine and feminine
traits. The traits of formal, professional, and patriotic are more correlated with masculine
traits than the feminine traits. On the other hand, the Agreeable, Communal, and Friendly
traits are more correlated with the feminine trait, suggesting that such correlated features
constitute masculinity and femininity accordingly.
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Table 6 Correlation of visual concepts with gender stereotype traits

Type Trait Correlation with
masculinity

Correlation with
femininity

Masculine Official 0.232 –0.151
Businessperson 0.211 –0.152
Suit 0.192 –0.108

Feminine Smile –0.122 0.234
Fun –0.133 0.239
Youth –0.094 0.231

4.2 Correlation with granular visual concepts
The visual traits estimated by the CNN model are abstract concepts, such that we do not
know how the traits are composed from the visual details such as the presence of a par-
ticular object (e.g., Suit). We explore granular visual concepts that appear in images with
high scores for masculinity and femininity.

We analyze the target photographs using the Google Vision API [44]. It helps understand
what an image contains by automatically annotating the presence of previously identified
image categories (e.g., crowd, tree) with a confidence score given by a pretrained machine
learning model. After applying the API to the target dataset of 77,861 images, we examine
masculine- and feminine-related concepts using the above method based on Fisher’s r-
to-z transformation. To distinguish the outcomes of the Google Vision API from the visual
traits inferred from our CNN-based model, we refer to the vision API outputs as the visual
concept for the rest of the paper.

Table 6 presents the correlation coefficients of masculinity- and femininity-related vi-
sual concepts among potential categories of the Google Vision API. The results show that
the masculine trait is correlated with the visual concepts of Official (0.232), Businessper-
son (0.211), and Suit (0.192). The feminine traits are positively associated with the visual
concepts of Smile, Fun, and Youth with correlations of 0.234, 0.239, and 0.231, respectively.
Taken together with the results of Table 5, the above observation suggests that masculin-
ity may be conveyed through politicians’ formal and professional activities when they are
wearing suits. In contrast, femininity may be formed around communal activities, where
politicians may express themselves emotionally.

To further examine how femininity and masculinity are displayed differently in terms of
visual concepts in the images, we conduct a clustering analysis using the visual concepts,
which are the outcomes of the Google Vision API. The method aims at identifying image
clusters from visual traits such as the presence of objects, and thus, it prevents an algo-
rithm from focusing on prominent visual traits such as politician gender. Thus, we can
better understand what kinds of visual concepts are more associated with each gender
stereotype. We apply the k-means clustering algorithm to the 28 frequent traits. Method
details are available in the Appendix.

Figure 4 displays a scatter plot of two-dimensional t-stochastic neighbor embedding
(t-SNE) embedding of V [45], which is used to visualize high-dimensional data in a low-
dimensional space (usually 2D). For each cluster, we measure an average of the masculine
and feminine traits inferred for each image; for the top-2 clusters in terms of masculinity
and femininity, we display four sampled images balanced against the gender of the politi-
cians in a bounding box. The color indicates the corresponding cluster displayed in the
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Figure 4 A scatter plot on t-SNE embedding of identified image clusters on the visual concepts identified via
the Google Vision API. Image examples are displayed for the top-2 clusters in terms of the masculinity and the
femininity trait, respectively

scatter plot. We also present the names of the Google Vision concepts that appear in the
centered image of each cluster below the corresponding box.

The scatter plot shows that overall, images are well clustered within visual concepts,
implying that there may exist a shared set of visual concepts used for election campaigns.
In the clusters of high gender-stereotypical traits, we observe that the corresponding visual
concepts may contribute to each gender stereotype. In Masculinity#1, engaging in a formal
event while wearing a formal suit appears as a prominent concept, which supports the
high correlation of Formal and Suit with Masculinity in Table 5 and 6. We also discover an
association of the visual concept of vehicle and masculinity in Masculinity#2, supported by
other findings in the literature that cars are seen as masculine concepts [46]. In the clusters
of high femininity, images tend to contain events in which people spend time together
outside with positive sentiment, as visual concepts related to social groups, crowds, and
fun appear prominently.

Overall, the results imply that crowdworkers (and our models) perceive masculinity as
a formal and professional trait involving official events where people wearing formal suits
are present. In contrast, the collective perception of femininity may be formed around
a communal and friendly atmosphere involving people smiling. The results are congru-
ent with the general perception of gender stereotypes found in the literature [8], which
therefore supports the reliability of the annotations and the method for quantifying visual
stereotypes.

5 Visual gender cues for electoral success
We now turn to the question of how election outcomes are correlated with perceived gen-
der stereotypes in campaign photographs (RQ2). Previous research has analyzed gender
cues by manual coding methods, but there have been inconsistent results, potentially due
to small-sized samples. In this section, we tackle the question by analyzing the compre-
hensive dataset of the 2018 US election using the CNN deep learning model.
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Table 7 Fitted OLS regression results using the inferred trait scores (N = 554)

Model 1
(Masculinity)

Model 2
(Femininity)

Model 3
(Incumbency)

(Intercept) 0.019 0.566∗∗∗ 0.242∗∗∗
(0.081) (0.053) (0.066)

Gender (Female = 1) –0.107 –0.171 –0.14
(0.128) (0.092) (0.103)

Party (Democrats = 1) 0.038∗∗ 0.018 0.053∗∗∗
(0.012) (0.013) (0.01)

Incumbency 0.175∗∗∗
(0.01)

Masculinity 0.976∗∗∗ 0.32∗
(0.166) (0.138)

Femininity –0.214
(0.16)

Masculinity × Gender 0.38 0.405
(0.305) (0.244)

Femininity × Gender 0.358
(0.227)

Adjusted R-squared 0.102 0.009 0.426

Note: ∗ p < 0.05, ∗∗ p < 0.01, and ∗∗∗ p < 0.001.

5.1 Regression analysis
To understand the potential role of visual stereotypes in election outcomes, we fit
politician-level regression models using the ordinary least square method (OLS). Inde-
pendent variables are politician-level features obtained by the average of image-level fea-
tures for each politician, and the dependent variable is voting shares. On average, 140.54
photographs are aggregated to represent a politician’s trait scores. We first set two models
to test the role of masculinity (Model 1) and femininity (Model 2). We also add dummy
variables for gender (Female = 1) and party membership (Democrats = 1) to control such
effects. We have another model (Model 3) that includes incumbency as a control, which
we will explain later in this section. All models have variation inflation factor (VIF) values
lower than 5 for their independent variables, suggesting that the models have low risks of
multicollinearity.

Table 7 presents the regression models’ estimated coefficients with standard errors in
parentheses. In Model 1, we observe the statistical significance of the masculine trait with
a positive coefficient of 0.976. In contrast, in Model 2, feminine traits are not statistically
significant. Combined with the low adjusted R-squared value of 0.009, the femininity vari-
able’s insignificance in Model 2 suggests that expressing feminine visual traits may be less
likely to affect outcomes in the target election. To further evaluate visual masculinity’s role,
we set Model 3 by adding another control variable indicating whether a politician runs as
an incumbent. Incumbency has been considered one of the key determinants for election
outcomes in the literature [47, 48]. Thus, the variable can function as a strong control for
testing the effects of visual masculinity. While incumbency is the most significant vari-
able in the model, the masculinity variable is positively associated with voting shares with
significance (p < 0.05).

As a robustness check, we conduct regression analyses using the annotation dataset.
Table 8 presents the results of three regression models that take the trait scores of 544
politicians. Using the 8964 images with the annotated gender trait scores by crowdwork-
ers, we constructed the politician-level data by averaging the scores of the corresponding
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Table 8 Fitted OLS regression results using the annotation data (N = 544)

Model 1
(Masculinity)

Model 2
(Femininity)

Model 3
(Incumbency)

(Intercept) 0.3∗∗∗ 0.467∗∗∗ 0.377∗∗∗
(0.055) (0.031) (0.043)

Gender (Female = 1) –0.02 –0.003 –0.073
(0.075) (0.071) (0.059)

Party (Democrats = 1) 0.027 0.007 0.048∗∗∗
(0.013) (0.013) (0.01)

Incumbency 0.183∗∗∗
(0.01)

Masculinity 0.357∗∗∗ 0.032
(0.098) (0.079)

Femininity 0.118
(0.108)

Masculinity × Gender 0.142 0.211
(0.183) (0.144)

Femininity × Gender –0.108
(0.163)

Adjusted R-squared 0.05 0.013 0.414

Note: ∗ p < 0.05, ∗∗ p < 0.01, and ∗∗∗ p < 0.001.

images of each politician. On average, 16.48 images were aggregated to represent the per-
ceived gender traits in campaign photographs of a politician. In Model 1 and Model 2, we
observe the patterns congruent with the findings based on the inferred scores by the pro-
posed model (Table 7). The masculinity variable was associated with electoral success with
a strong significance (p < 0.001), but the femininity variable was not correlated with elec-
toral success. The statistical significance of the masculinity trait observed in the analysis
supports the generalizability of the proposed method of automatic inference. The signif-
icance of the masculinity variable disappears with incumbency as an additional control
(Model 3). Note that the masculinity variable was significant with incumbency in Table 7.
The adjusted R2 of the model with the human annotation was also smaller than that of
the model with the model prediction. We suspect that the limited number of images per
politician in the annotation set might have led to a higher variance in measurements ag-
gregated per politician, whereas the CV model based prediction was obtained from all the
images that each politician posted. This again highlights the effectiveness of the proposed
inference method.

5.2 Varying association by gender and party
The regression analysis found a positive correlation of masculinity with electoral success
even after controlling for the effects of gender, party, and incumbency. We further examine
the trend by dissecting the data according to gender and party of the two politicians who
run a race (RQ3). We assume that the role of visual gender stereotypes can be different
according to the combination.

Figure 5 demonstrates the varying patterns of gender-stereotypical visual traits. The x-
axis presents eight election types according to the party and gender combination of target
politicians (who expressed such visuals) and their opponents. In the axis label, the first two
characters indicate the target politician type, and the last two present the opponent type.
The y-axis indicates the distribution of visual features of target politicians who belong
to each race type. We also compare the distribution of stereotypical features of winners
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Figure 5 Trait difference by politician and opponent types (D: Democrats, R: Republicans, F: Females, M:
Males)

and losers to understand how electoral success is associated with stereotypical gender
expressions on social media.

Here, we make three main observations. First, expressing visual masculinity in cam-
paign photographs is positively correlated with winning the election in most cases. Highly
significant differences between winner and loser groups are observed for Democrat fe-
males against Republican males (p < 0.001), Democrat males against Republican males
(p < 0.001), Republican females against Democrat females (p < 0.01), and Republican
males against Democrat females (p < .001). The positive effects of masculinity on elec-
toral success are prominent for election races featuring Republican males or Democrat fe-
males. Second, the visual femininity feature is negatively associated with electoral success
in several cases, and the lowest p value is observed for Republican males against Demo-
crat females (p < 0.01). The gender and party combination is where election outcomes are
associated with masculinity (positive) and femininity (negative) in the most stereotypical
way. Third, we observe an exception in that the visual traits may operate differently. In the
intragender race of Democrat females against Republican females, the visual femininity
trait is positively associated with electoral success with a weak significance (p = 0.09).

To summarize, we observe the positive association of visual masculinity with electoral
success for different combinations of gender and party membership of politicians in an
election. The findings support the positive role of stereotypical presentations of masculin-
ity in election campaigns, which is aligned with previous research [9, 10]. We did not ob-
serve negative effects from female politicians expressing masculinity, which contradicts
the observations in previous studies [16, 17]. Femininity is negatively associated with suc-
cess in general, but a flipped correlation is observed for Democrat females running against
Republican females. The finding implies that the effects of visual gender stereotypes can
be contingent on the gender and party of the politician and their opponent.

6 Discussion and conclusion
This study investigated the effects of gender cues displayed through social media im-
ages for political campaigns. Politicians have intentionally employed gender-stereotypical
traits in professional social media images to appeal to voters. However, previous studies
have mainly relied on manual methods for analyzing the effects of visual cues, leading to
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conflicting observations. To address the weakness, using a total of 77,861 photographs
shared by the 554 political candidates in campaigns for the 2018 US general election,
we presented a multitask deep learning method that learns visual gender-stereotypical
traits from a set of crowdsourced perception ratings (RQ1). Annotation quality and per-
formance evaluation results suggest that the participants have internal consistency on
assessing visual traits and that the deep learning model can infer collective perception
with reasonable accuracy. Accordingly, we inferred the traits for unlabeled data and em-
ployed the whole sample and labels for the subsequent analyses, thereby allowing us to
draw a bigger picture while overcoming the limited scale of analyses relying only on man-
ual annotation. The analysis suggests what the constituents of visual gender stereotype
are; masculinity may be formed around formal activities, such as wearing a formal suit or
giving a formal speech. On the other hand, femininity may be expressed through engag-
ing in outdoor social activities and expressing emotions through smiles. The correlations,
which are congruent with general perceptions of gender stereotypes [8], suggest that our
method captures gender cues reasonably well.

Next, we examined how visual gender traits are associated with electoral success (RQ2).
From regression analyses, we made an observation that supports the importance of mas-
culinity for electoral success. The masculinity variable is positively associated with voting
shares, even after controlling for strong control variables such as gender, party, and incum-
bency. This observation is congruent with previous studies on the positive role of visual
masculinity in election campaigns [9, 10]. We further examined how the correlation of
visual gender stereotypes for election outcomes varies according to the gender and party
combinations of the two politicians in an election race (RQ3). The analysis not only sup-
ports the positive role of masculinity but also provides a novel observation for the role
of visual gender stereotypes. Visual femininity played a positive role in the intragender
race of Democrat female candidates against Republican female politicians. The compli-
cated effects of gender cues for females support the reflection on the challenges of women
candidates in image managements during elections [49, 50].

This study could make a contribution to the research community by providing the
deep learning method used for capturing the crowdsourced perception of visual gender-
stereotypical traits. The method could serve as a methodological reference for future re-
search on visual communication. We are releasing the inference code alongside the model
checkpoint to facilitate broader usage.2 The findings in the analyses add an empirical un-
derstanding of the potential role of gender traits in election campaigns discussed in the lit-
erature. Furthermore, we believe this study has general implications for research on com-
putational social science that aims to estimate personal traits, human perception, and bias
from online photographs. The method used for annotation and deep learning approach
could be tested in a broader context.

This study bears several limitations with future directions. First, the deep learning ap-
proach learns visual patterns based on the perceptions of crowdworkers, and hence, the
model can also capture their underlying biases. This study is aimed at capturing the “per-
ceived” gender stereotypes and thus learning hidden biases is intended. Second, this study
only focuses on a single election year in the US, and hence the findings should be carefully
interpreted. Unlike the studies aiming to build a prediction model [51], our analysis seeks

2https://github.com/ssu-humane/visual-gender-trait-politician

https://github.com/ssu-humane/visual-gender-trait-politician
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to understand the role of visual gender stereotypes in successful election campaigns. The
methodological foundation we built in this study could contribute to future studies on
the politics in the US and other countries. It would be exciting to see how gender stereo-
types are formed across different cultures from online visual data, as a recent study found
a cultural effect on the perception of politicians’ traits [52]. Third, the analysis is based on
observational data, and thus, the correlations in the analysis do not imply causality. Future
studies could examine its causal relationship using difference-in-difference estimation or
propensity score matching methods [53]. Fourth, while the proposed method showed rea-
sonable performance in inferring key traits such as masculinity and femininity, its predic-
tion could be inaccurate for some traits such as Ambitious and Qualified. Users should
be aware of the prediction errors in a downstream analysis, which could misrepresent the
real patterns of perceived gender traits displayed through campaign photographs. Man-
ual validation on a small set of samples might be necessary for a reliable analysis. Future
studies could boost the performance by constructing a more extensive set of annotations
or adopting more recent deep learning and computer vision technologies.

Appendix
A.1 Technical details
A.1.1 Automatic annotation
Using a CNN model fcnn, our method extracts the dimg-dimensional features of I and
projects the values into a k-dimensional output through a fully-connected layer. Specifi-
cally, the model is expressed as

himg = fcnn(I; θcnn) ∈Rdimg ,

ŷ = σ
(
ffc(himg; θfc)

) ∈Rk ,
(1)

where ŷ is the k-dimensional vector of predicted trait values, θcnn and θfc are learnable
parameters, and σ (·) is sigmoid nonlinearity that transforms the model output into values
between 0 and 1.

The training objective is to minimize L, which is defined as

L =
N∑

i=1

k∑

j=1

MSE(ŷij, yij), (2)

where MSE(predicted, truth) is the mean-squared error function and N is the number of
training instances in a minibatch.

To train the model on the annotated visual traits, we employ Res-Net with 34 layers [54],
which has shown robust performance across various image classification tasks. In partic-
ular, we set fcnn to the ResNet model until the last hidden layer, which was pretrained
on the ImageNet data. We resize I to the 224 × 224 resolution before feeding it into the
model; hence, Dimg is 512. We set k to 14 as the number of target traits, batch size to 40,
and the adam optimizer is used to minimize L for every batch. We optimize the perfor-
mance of the proposed model by varying the backbone architecture. Table A1 presents
the 10-fold cross-validated model performance, measured by the Pearson’s r. On average,



Park and Joo EPJ Data Science           (2023) 12:32 Page 16 of 20

Table A1 Cross-validated model performance by varying the backbone architecture

Trait ResNet-34 ResNet-50 Vit-B-16 Trait ResNet-34 ResNet-50 Vit-B-16

Agreeable 0.436 0.431 0.261 Formal 0.59 0.581 0.382
Ambitious 0.374 0.37 0.232 Friendly 0.496 0.489 0.298
Caring 0.442 0.433 0.256 Masculine 0.492 0.492 0.18
Communal 0.527 0.531 0.282 Maternal 0.436 0.442 0.195
Confident 0.422 0.41 0.269 Patriotic 0.432 0.442 0.171
Energetic 0.419 0.42 0.27 Professional 0.53 0.519 0.328
Feminine 0.535 0.537 0.226 Qualified 0.39 0.383 0.233

Res-Net with 34 layers (0.466) is on par with Res-Net with 50 layers (0.463) and outper-
forms the vision transformer (0.256) [55]. We suspect that the limited size of the labeled
dataset makes it challenging to exploit the full capacity of the larger models.

The standard approach uses k different CNN models where each model predicts a single
trait value. Concretely, for each model, k in Equation (1) becomes 1, and L is a single
MSE for a corresponding trait. We compare this standard approach against the proposed
method that uses the multitask learning objective in Table 3.

A.1.2 Clustering
For each image I , we construct a dvis-dimensional vector vI only considering popular con-
cepts of the API that appear in more than 10% of the target dataset. In our dataset, dvis is
empirically determined to be 28. Using V ∈ R77,861×28, we run the k-means++ clustering
algorithm, which improves the standard k-means by assigning initial centroids based on
the underlying data distribution. We set the optimal number of clusters (k = 10) by the
elbow method.

A.2 Gender and party differences
Masculinity and femininity are concepts that are perceived to have characteristics related
to each gender. Then, would ways of expressing gender stereotypes remain the same across
different gender and party memberships?

To answer these questions, we split the data according to the gender and party mem-
bership of politicians and measure the correlation of inferred visual traits with each gen-
der stereotype. Figure A1 demonstrates Pearson’s r of visual traits and concepts for mas-
culinity and femininity. For brevity, we only present the correlations that are identified as
masculine- or feminine-related features in the aggregated analyses in Tables 5 and 6.

Here, we can observe that the list of correlated features is similar across the different
gender and party groups, while the degree of correlation is different. From the correla-
tions with the masculinity trait, we identify that images shared by male politicians tend
to exhibit a higher value of correlation for each of the visual concepts of formal, profes-
sional, official, suit, and businessperson than those shared by female politicians. The high
correlation suggests that the masculinity-related visual concepts may be perceived more
keenly when expressed by male politicians. On the other hand, femininity-related visual
concepts are more correlated with feminine traits when expressed by females. However,
there are exceptions for traits in images of male politicians that are more correlated with
femininity, such as communal, team, and community. We do not observe any significant
difference across party memberships.
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Figure A1 Correlations of across gender and party

A.3 Evaluation resembling election settings
We test whether the gender-stereotyped self-presentation of politicians predicts election
outcomes. To this end, we conduct prediction experiments that resemble the election set-
tings. In particular, we split the set of 251 target positions (e.g., governor in New York) into
five and use 5-fold cross-validation based on the position-level split. This step ensures that
every politician has an opponent in the election in the same fold. For predicting outcomes,
we compare the output scores of a model for each politician in the pair. If a model assigns
a higher score for the winner than for the loser, the prediction is considered correct. Pre-
diction accuracy is measured by dividing the number of correctly predicted positions by
the total number of positions in each test fold and averaging them.

We compare the performance of the two different approaches. First, we employ a trait-
based model that predicts the probability of winning an election given a politician with
the averaged 14 visual trait scores. We use a logistic regression classifier, which is trained
by a pair of trait score vector vectors and binary election outcomes. Second, we utilize
a CNN-based model that predicts the winning probability from raw images. In particu-
lar, we train an image-level CNN network to minimize the cross-entropy loss of a binary
election outcome and to set the sigmoid output from 0 to 1. For making a prediction for
a politician, we measure an average of output scores of the images of the politician and
compare that with the corresponding value of the race’s counterpart. We employ ResNet-
34 pretrained on the ImageNet data by replacing the last layer with a binary classifier and
fine-tuning the whole network. To prevent the model from training on only the patterns
of politicians who shared many images, we train the model by using up to 300 images for
each politician. For inference, all images are employed for each target politician.
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Table A2 Election outcome prediction accuracy (paired binary classification)

Test accuracy

Direct model 0.724
Trait-based model 0.739

Table A2 presents the classification accuracy of the image-based models. The results
show that the image-based direct model achieves a fair accuracy of 0.724. The trait-based
model exhibits a slightly higher accuracy of 0.739 than the direct model. The above ob-
servation suggests that social media images shared by politicians have a certain degree
of predictive power for election outcomes, and gender stereotypical traits embedded in
images may play a role.
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