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Abstract
In the United States, recent changes to the National Statistical System have amplified
the geographic-demographic resolution trade-off. That is, when working with
demographic and economic data from the American Community Survey, as one
zooms in geographically one loses resolution demographically due to very large
margins of error. In this paper, we present a solution to this problem in the form of an
AI based open and reproducible geodemographic classification system for the United
States using small area estimates from the American Community Survey (ACS). We
employ a partitioning clustering algorithm to a range of socio-economic,
demographic, and built environment variables. Our approach utilizes an open source
software pipeline that ensures adaptability to future data updates. A key innovation is
the integration of GPT4, a state-of-the-art large language model, to generate intuitive
cluster descriptions and names. This represents a novel application of natural
language processing in geodemographic research and showcases the potential for
human-AI collaboration within the geospatial domain.
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1 Introduction
For most of the past century, there has been an abundance of data available about places
in the United States. The US Census Bureau’s American Community Survey (ACS) pub-
lishes hundreds of tables each year for nearly 300,000 different geographic units. The ACS
is the primary source of social and economic data in the US but the abundance of data
that it provides masks a fundamental problem- much of data is low quality, especially at
the highest levels of geographic detail (Block Groups). This creates a paradox whereby as
one zooms-in geographically the resolution of social and economic data decreases; this is
counter-intuitive to most data users who are used to zooming in on maps and seeing more,
not less detail. This occurs because the ACS, as the name implies, is a survey, and as one
zooms in geographically the sample is diluted. Spielman and Folch [1] document that in
72% of all areas reported by the census the margin of error around the estimated number
of children under 5 in poverty is greater than the estimate, for example, 25 +/– 30 (imply-
ing that the true number of children in poverty is somewhere between zero and 55). The
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problem is so acute that the US Census Bureau advises against the use of the most detailed
levels of ACS geography, noting “For the ACS, block groups are not designed to be used
individually, rather they provide a smaller geographic area than census tracts that allow
data users to combine them to create larger geographic areas that may be more meaning-
ful for their specific use” [2]. That is, the US Census Bureau advises data users to build
lower resolution geographies out of Census Block Groups and not to use them directly.

This pattern of having a high volume of low quality data is not unique to the American
Community Survey. The new operating environment for many social scientists is one in
which large volumes of “organic” data of dubious quality and/or for which provenance are
unavailable. In a world where data are abundant, but individual variables are of low quality,
identifying groups or patterns in a data set can be a critical way to find meaningful insights.
Online data about people often follows this pattern of large volumes of low quality data
being available, in this setting segmentation (or profiles) are the norm, as a recent leak
from one of the largest online advertising platforms makes clear.1

Although combining large numbers of variables via classification tends to be the norm
in the private sector, arguably fewer options are available for scientists and policy makers.
The lack of options are partially driven by demand, as their dominant mode of inquiry
leans on individual variables ([3]). However, another driver of the reliance on low quality
variables is the lack of alternatives in the public domain. We believe that this gap is due to
a failure of the research community to adapt to the changing nature of the data landscape,
while the US National statistical system has undergone some profound changes, such as
a 50% reduction in the sample size used to produce small area estimates.2 Spielman and
Singleton [4] argue that a solution to the decline in data quality is the aggregation of noisy
signals to produce a more precise picture of a place than any single variable would allow.
The logic behind this approach is that if data are unbiased but noisy, as one adds noisy
but unbiased variables to an ensemble it becomes possible to make reliable inferences
about cluster means because the expected value of the error across many variables is zero.
However, the Spielman and Singleton approach also requires a fundamental change in
practise, a shift from a “Variables Approach” in which one focuses on individual variables,
describing places by race or income, to a “contextual approach” in which one describes
places holistically using many variables at once.

Social Scientific practise has not fully adapted to this new operating environment where
data are more abundant but lower quality. However, the growing availability of spatially
referenced data about populations and their local contexts has led to an upsurge of in-
terest in these high-dimensional descriptive models of places [5, 6]. Commonly referred
to as segmentation or geodemographic classification [7, 8], they represent a collection of
methodological approaches that utilise unsupervised classification techniques to group
geographic areas based on the similarity of their characteristics in the socioeconomic, de-
mographic, and built environment [9]. Such systems have proven to be valuable tools for
understanding complex spatial patterns in urban areas [10], targeting public policy inter-
ventions [11], and guiding business decisions [12]. While several commercial geodemo-
graphic classification systems for the United States exist (e.g. Esri’s Tapestry Segmenta-

1https://www.theguardian.com/australia-news/2023/aug/15/tab-gamblers-betting-australia-targeted-microsoft-xandr-
advertising-database.
2Details of the survey can be found here—https://www.census.gov/programs-surveys/acs/.
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tion,3 Nielsen’s PRIZM4), these systems are closed source and proprietary, which com-
plicates their use for science, policy, and governance because the underlying data and
methods cannot be independently verified. There remains a need for a transparent, repro-
ducible and updateable classification system that is grounded in open scientific principles
and can evolve its representations alongside changes in data [13].

One of the persistent challenges to the use of high-dimensional typologies in the social
sciences is that it can be difficult to understand such systems. Given hundreds of vari-
ables and hundreds of groups, creating descriptions of clusters used to require a manual
process of reading many tables of data and writing descriptions by hand. This process of
description is often error prone; [14] noted that a major research endeavor in the 1970s
was undermined by misleading interpretation of multivariate groupings of data. This pa-
per addresses these challenges by developing an open and reproducible geodemographic
classification at the block group scale for the United States using the ACS, and further
demonstrates how by coupling this classification with Generative Pre-trained Transformer
4 (GPT45) one can generate intuitive descriptions and names for high dimensional clus-
ters. Integration of GPT4 into geodemographic typologies represents a novel application
of natural language processing techniques in the interpretation of high-dimensional clus-
ter analyses.

To create a robust and reproducible geodemographic classification, we utilise a par-
titioning clustering algorithm to identify areas with similar characteristics, employing a
range of measures describing people, their behaviours and residential context. By utilising
a pipeline of open-source software and sharing our code, data, and methods, we ensure
that this classification is transparent, reproducible, and adaptable to future updates of the
ACS. Our final classification organises the United States into 7 Groups which are further
broken down into 39 Types; each accompanied by descriptive pen portraits.

Our paper proceeds as follows: Sect. 2 provides a brief overview of the history and evo-
lution of geodemographics; Sect. 3 provides an overview of the ACS and pre-processing
steps, including a rationale for the selection and evaluation of variables aligned to a con-
ceptual framework; Sect. 4 describes the clustering algorithm implementation; Sect. 5
presents the results of the geodemographic classification including their spatial distribu-
tion, socio-economic and demographic characteristics. Section 6 details the integration
of GPT4 for generating descriptions and names for the clusters, with a discussion on the
benefits and limitations of this approach. Section 7 presents an evaluation of our classifica-
tion system; and finally, Sect. 8 concludes the paper, highlighting the unique contributions
of our work and outlines some potential avenues for future research.

2 The geodemographic characterisation of neighbourhoods
The process of building a geodemographic classification can be considered both art and
science [8], as although many of the methods used in their creation are driven by algo-
rithms, there are nuances to their implementation that mean that they are only partially
automated. This includes the selection of variables that may have theoretical and em-
pirical rationale [15], the choice of variable pre-processing, including normalisation and

3https://www.esri.com/en-us/arcgis/products/data/data-portfolio/tapestry-segmentation.
4https://claritas.com/prizm-premier/.
5https://openai.com/research/gpt-4.
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standardisation, and the selection of cluster frequencies for the classification, including
whether these should appear as a hierarchy. There are a variety of perspectives around the
most effective approach [4, 8], all of which have the overarching objective of creating a
geodemographic classification with descriptive validity for an intended application.

For most geodemographic classifications, after the creation of clusters, there is a more
explicitly qualitative stage in the analysis that aims to provide descriptive portraits of the
resulting groups. The process will usually involve the development of a table describing
each input variable and its representation within each cluster relative to some base (e.g.
national). The classification builder manually reads these tables to write “pen portrait”
descriptions and give the clusters names. This process is time-consuming and, depending
on the experience of the classification builder or the team of people working on these de-
scriptions, may be of variable quality. We make the case here that through the integration
of large language models, such as GPT4, these provide an alternative and efficient method
for the creation of an interface to a segmentation.

3 Data and design
The US Census Bureau conducts the ACS which is a large and representative survey of
the US population, comprising around two million interviews annually. The ACS provides
hundreds of estimates for the more than 200,000 block groups in the United States. Block
Groups are geographic units designed by the Census Bureau that contain between 600 and
3000 people, they vary in size (based on population density) but generally consist of a few
city blocks.

Some simple maths tells you that it is difficult to produce annual estimates for 200,000
places from a survey of 2 million people, there simply are not enough people per block
group to produce reliable estimates. So the “annual” estimates provided for block groups
actually combine 5 years of data. The data used in this study were accessed through US
Census Bureau’s API via the TidyCensus R package [16], with count variables converted to
proportions using the appropriate denominator variable (provided by the Census Bureau).
There are numerous ways in which the input variables used to create a geodemographic
classification can be selected. Most of the time, these blend empirical evaluation of their
descriptive utility, experience of classification builders informed by previous work, and
theoretical rationale for measures linked to drivers of residential differentiation.

The inputs for most geodemographic classifications are designed around an organising
framework. These are often structured hierarchically and comprise broad “concepts” and
more specific nested “domains”. Within such frameworks, the specific labels for the group-
ings of input variables might change, and there are no fixed structures for how groupings
of input measures could be presented. All these choices vary manually depending on the
contexts for which a classification is being created. The purpose of such frameworks are
to establish a greater theoretical basis for the choice of input variables, which is particu-
larly important within the context of the social sciences, and follows practice that has been
implemented since the first classifications were created in the 1970s [17]. The conceptual
framework for this study is presented in Table 1 with three organising concepts that in-
clude economy, environment, and population. Then these concepts are broken down into
25 domains. This input taxonomy was manually designed to broadly represent key facets
that are known to either differentiate between residential areas or are important outcomes
of these patterns. The ACS has available over 18,000 potential variables, many of which
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Table 1 Conceptual Framework for the Geodemographic

Concept Domain

Economy Digital Connectivity
Digital Devices
Employment
Mobility
Start Work Time
Transport
Wealth

Environment Accommodation size
Building Age
Housing Cost
Occupancy
Rent
Structure Type
Tenure
Unit Size
Vacant Units

Population Children
Education
Family
Family Structure
Household
Housing
Language
Marriage
Race / Ancestry / Citizenship

are not relevant for the context of this study, or as these are predominantly cross tabula-
tions of different variables, for this geographic scale of analysis have very wide margins of
error or large amounts of suppressed values as a result of disclosure controls. Based on
a breadth of past classification builder experience and use of these data [4, 18] an initial
selection of 697 variables encompassing all concepts were assessed based on their geo-
graphic coverage, correlation, and variance. The evaluation initially prioritised variables
that offered near-complete coverage across the Block Groups of the United States and ex-
hibited greater variance, which is a useful indicator of how effective a variable would be at
differentiating between areas.

For variables deemed non-problematic in terms of coverage and variance, correlation
was then considered. Ensuring that correlation is minimised (or understood) within clus-
ter analysis inputs is important to prevent an over emphasis of a particular dimensions
within the classification. It is common practice to limit these effects by excluding vari-
ables with high correlation, commonly defined by a Pearson correlation coefficient of +ve /
–ve 0.7 [19]. The correlation coefficients between all variables were calculated and used to
build a dense network from the associations of the variables. Each variable was represented
as a node and the correlation coefficients linking the nodes were considered edges, with
a weight assigned as the correlation coefficient value. Because correlation coefficients are
calculated for all pairs of variables, the full network is dense, however, to make the graph
more interpretable, edges where the correlation weights were +ve / –ve 0.7 were deleted,
leaving a multi-part graph. A graph visualisation was then created where the nodes were
coloured by the three Concepts; and the edges by the strength of their correlation. The ad-
vantage of a graph representation are that those variables with high correlation to multiple
variables were immediately visible; enabling these groupings to be considered conceptu-
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Figure 1 A Correlation Graph Showing Variables with High Correlation

ally and to ensure that changes in variable selection (due to high correlation) would not
cause a loss of conceptual coverage. The graph guides the identification of variables to be
removed or combined into new measures (Fig. 1). For example, the variables for males
aged 18 to 19 and females aged 18 to 19 were highly correlated: with a decision taken to
merge these variables into a new variable, aged 18 to 19. After this process of input refine-
ment, a total of 247 input variables remained.

4 Clustering and model specification
Prior to cluster analysis each input measure was converted to a constrained logit, which
shifted the measures onto a scale of –6 to +6 and adjusted the shape of their distribu-
tion. This approach was selected because, relative to other commonly used normalisation
processes in geodemographic classification including taking a log [20], or inverse hyper-
bolic sine [19], a logit provides a more appropriate treatment for proportions and controls
for extreme outliers. The constrained logit applied to the proportions is defined in Algo-
rithm 1.

Geodemographic classifications typically use unsupervised clustering methods to find
groups of areas with shared characteristics. Publicly available classifications follow two
main design patterns, “top-down” or “bottom-up”. A top-down approach clusters all ar-
eas into a number of large aggregate groups. These groups are then used to partition the
data, with separate cluster analysis conducted on the subsets to build a hierarchy from the
top (most aggregate) downwards. Bottom-up associates areas sharing similar characteris-
tics into a larger number of initial clusters and then bringing these clusters together into
aggregate groups, commonly using hierarchical methods such as wards clustering.
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Algorithm 1 Constrained Logit
function ConstrainedLogit(p, m = 6)

if p is NA then
return NA

else if p ≤ 0 then
return –m

else if p ≥ 1 then
return m

else
Calculate logit as log( p

1–p )
return min(max(logit, –6), 6)

end if
end function

In both top-down and bottom-up approaches, k-means is the most prevalent unsuper-
vised partitioning algorithm in geodemographic classification, although there are exam-
ples of other methods [18, 21]. For this application, a top-down approach was selected and
implemented using a k-means which initially partitions by assigning k random seed loca-
tions within the multidimensional data array. For each data point, the Euclidean distance
to each centroid is calculated, then observations are assigned to the closest centroid. A
cluster mean is then computed from the data points assigned to that cluster, producing
a new centroid. This process is repeated until there are no more changes in the cluster
assignments or the centroid locations, or a predefined number of iterations have been
reached. This process converges when the algorithm has found a local minimum for the
objective function—the within-cluster sum of squares (WCSS). WCSS is a measure of how
much variation exists within each cluster. These scores can be summed over all clusters
to give the total within sum of squares and is typically used as a measure of the quality of
a clustering solution, with lower values indicating tighter and more distinct clusters.

Let Ci be the cluster containing data points x1, x2, . . . , xni , and let x̄i be the centroid of
cluster Ci. Then, the WCSS for cluster Ci can be calculated as:

WCSSi =
ni∑

j=1

‖xj – x̄i‖2

The total WCSS (TWCSS) for a clustering solution with k clusters is the sum of the
WCSS for each cluster:

TWCSS =
k∑

i=1

WCSSi

In geodemographic classification, there is no a priori knowledge of which value of k is
most appropriate, and as such, this requires a set of heuristics to guide the selection. The
most prevalent method to estimate k includes the use of an elbow criterion, that plots
the change in TWCSS for different values of k, although other methods such as silhouette
scores and gap statistics have also been used. However, for this example, we utilise a Clus-
tergram to select the initial and then subsequent partitioning of the data. For each cluster,



Singleton and Spielman EPJ Data Science           (2024) 13:34 Page 8 of 21

Figure 2 A Clustergram Illustrating k Potential Initial Data Partitions

Table 2 k Subsequent Data Partitions

Cluster Splits

1 5
2 5
3 7
4 5
5 5
6 6
7 6

this visual tool plots cluster centroids along the y axis based on a weighted first component
of a principal component analysis. The thickness of the lines between solutions relates to
the number of areas assigned to clusters across the different values of k, indicating large,
small or stable splits. An indicator of the most appropriate value of k is where the cluster
centroids are well separated on the y axis. A Clustergram is shown in Fig. 2 and a value of
7 was selected.

A further feature of k means is that the initial location of the seeds impacts the final
quality of the clustering result. Following previous geodemographic applications, random
seed locations were allocated for 10,000 runs of the algorithm, selecting the result that
minimised the TCWSS, representing more compact clusters. The input data were then
partitioned by the seven cluster solution into separate datasets, and further Clustergrams
estimated appropriate splits. The application of k means to these data subsets, enabled a
second hierarchical tier of the classification to be created (See Table 2). For space we do not
include these here but the plots are available on the code repository associated with this
project. The development of a two tier model follows practices well established elsewhere
in the geodemographic literature [19, 22].
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Table 3 The Distribution of Block Groups by their Group and Type Assignments within the US

Group Type N %

A A1 5489 2.3
A2 8212 3.5
A3 5237 2.2
A4 4826 2.0
A5 7455 3.1

B B1 4119 1.7
B2 3001 1.3
B3 1743 0.7
B4 2259 1.0
B5 4014 1.7

C C1 9440 4.0
C2 8086 3.4
C3 5452 2.3
C4 6159 2.6
C5 7177 3.0
C6 4422 1.9
C7 9605 4.1

D D1 9304 3.9
D2 8122 3.4
D3 8484 3.6
D4 8473 3.6
D5 5538 2.3

E E1 8446 3.6
E2 9036 3.8
E3 7911 3.3
E4 3907 1.7
E5 9738 4.1

F F1 4503 1.9
F2 8071 3.4
F3 4564 1.9
F4 6472 2.7
F5 6269 2.6
F6 4596 1.9

G G1 7313 3.1
G2 1914 0.8
G3 3510 1.5
G4 4691 2.0
G5 4832 2.0
G6 4385 1.9

5 Clustering results
The clustering process returns a typology for the US, with the assignment of each area
(Census Block Group) into a hierarchical and nested cluster. The initial and more ag-
gregate 7 cluster partitioning will be referred to henceforth as a Group, and labelled se-
quentially A-G; and the 39 sub-clusters that were created through further splitting of each
Group will be referred to as Type, and labeled numerically and sequentially within each
Group. The national distribution of Block Group assignments by the created typology are
shown in Table 3, with assignments ranging from 0.7% to 4.1% of the total frequency of
Block Groups.

To begin to understand the geography of the clusters, maps were generated for the
entirety of the US, with illustrative examples of the Groups presented for a number of
US cities and regions in Fig. 3. The Groups have all been assigned a separate color, and
those areas in light grey were areas not included within the cluster analysis, as a result of
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Figure 3 Group level maps of three selected areas of the US (a) Boulder County, CO (b) The 5 Boroughs of
NYC, NY (c) Seattle and Surrounding Counties, WA

small population counts or a lack of comprehensive measures for all of the input variables.
The US maps and these illustrations show clear patterns of spatial autocorrelation, where
group values correspond to the values of their neighbouring areas. Furthermore, through
the variegation of the clusters across these different areas, it can be seen how they are ef-
fective at picking out differences in the underlying distribution of populations and those
places in which they live. Boulder is a small county in CO with compact form and has
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quite different Group distribution than New York or the densest area of Seattle (exclud-
ing its wider hinterlands). New York, which is predominantly all urban features no Block
Groups within Group C, which is found in lower density areas; and likewise, a very urban
Group F is not found within Boulder. Mapping such differences aim to give reassurance
that broadly expected geographic patterns have emerged; however, further descriptive de-
tail is required to develop a fuller understanding of the Group and Type characteristics
representing these spatial patterns.

6 Large language models for cluster descriptions
When building a geodemographic classification, their utility as descriptors of different
neighbourhoods is linked to their ability to provide concise, faithful and usable descrip-
tions of places. Key to the utility of Geodemographic classifications is the creation of an
interface for the clusters. The most common way to do this is to create short textual la-
bels for each cluster supported by longer “pen portrait” descriptions. Historically, this has
been a manual process, with scores showing the relative distribution of variables by cluster
compiled into a table (which are often but not exclusively the input variables to the clas-
sification), then the classification builder or team will interpret these scores and qualita-
tively develop labels and descriptions. These will likely go through a range of reviews with
stakeholders. There is significant creative skill to the generation of such content, ensuring
that it is effectively pitched to an audience, factually accurate, and isn’t inflammatory or
discriminatory in any way. The process is very time consuming.

Large Language Models (LLM) such as GPT4 have the ability to both interpret data and
develop articulate descriptions of data sets, and we argue are useful to support the process
of cluster naming and development of pen portraits. We develop a “human in the loop” so-
lution where GPT4 was used to generate a series of thematic descriptions for each cluster
using a pattern called retrieval augmented generation or “RAG”. In retrieval augmented
generation authoritative data or documents are presented to a Large Language Model to
ensure its results are informed by the best available data. However, RAG is not infalliable
so we manually validate and review all machine-generated content. These reviews initially
were used to refine prompts and later used to finalise pen-portraits and labels.

The process involved creating hundreds of prompts, each containing text and data for
one aspect of the cluster. Variables were renamed to simplify Census Bureau description
into a human readable form, and inference on these prompts was run using the OpenAI
GPT4 API. The responses were stored and manually reviewed. Manual checks of the ac-
curacy of the results relative to the input data were completed to explore if there is any
problematic supposition or spurious content and, finally, if there are other more general
quality issues such as repetition or poor sentence construction. We would always adopt
such checks from both an ethical and practical stance when the geodemographic outputs
and created labels/descriptions may have real-world applications or impacts.

We developed standardized index scores for the classification input variables and a
prompt that comprises of a number of sections. The prompt first introduces the task to
create descriptions using the provided data, and then provides examples of how the data
table is structured. Finally, the correct use of index scores are explained, and how they
should be interpreted.

The following was therefore common across all prompts:
A geodemographics company is trying to explain the characteristics of a neighborhood to

a new customer. They present data comparing this neighborhood to the national average.
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A score of 100 means the neighborhood is equivalent to the national average, a score of 150
means the neighborhood one and a half times the national average, a score of 200 means
the neighborhood is twice the national average, a score of 50 means the neighborhood is
half of the national average, a score of 300 means the neighborhood is three times the na-
tional average. Their neighborhood has the following characteristics, described in #DATA#
below. Data are presented for each characteristic followed by a colon, and then a score. The
description of the neighborhood should focus on characteristics that have scores which are
greater than 120 or less than 80. If ‘housing units that are Renter occupied’ have scores that
are less than 80, then don’t describe any details about the rent prices.

The second element of the prompt was to provide the index scores for each of the vari-
ables. The variables were each given reasonably descriptive names to provide context for
the scores. The following is an example of how a subset of a data table was presented to
the prompt:

#DATA# commutes to work using public transit public transportation (excluding taxi-
cab): 681
commute length Less than 5 minutes: 90
commute length 5 to 9 minutes: 106
commute length 10 to 14 minutes: 123
commute length 15 to 19 minutes: 135
commute length 20 to 24 minutes: 153
commute length 25 to 29 minutes: 157
commute length 30 to 34 minutes: 158
commute length 35 to 39 minutes: 160

Finally, an instruction was given to the prompt concerning what the desired output
should comprise. This was also common for all prompts assessed and is presented as fol-
lows:

In the third person, write a description of the neighborhood in no more than 500 words.
Don’t mention the specific scores from the #DATA#, and instead use descriptive words to
illustrate rates that are above or below the national average.

It was necessary to add prompt context to not cite specific scores, as without this ad-
ditional instruction the outputs tended to include scores by default which were deemed
to be undesirable. As an illustrative example of an output, the following description was
created by GPT 4 for Cluster A2.

The neighborhood is a diverse and family-oriented community, with a significant presence
of Black or African American residents, as well as a notable mix of individuals of two or
more races and three or more races. The area is predominantly composed of households liv-
ing with biological, adopted, or stepchildren, and a considerable number of households with
grandchildren. Marriage is quite common, with a higher-than-average number of married
couple families.

The age distribution in the area is fairly average, with a slightly larger population of
women aged 55 to 69 years. The neighborhood is also characterized by a high number of
seniors who speak Asian and Pacific Island languages.

When it comes to work and commuting, residents of the neighborhood are more likely to
work in the same county as their residence and have a higher propensity for traveling to work
by car, truck, or van. Many residents have early start times for work, particularly between
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midnight and 5:59 a.m. The majority of the working population experiences commuting
times of 15 to 29 minutes.

In terms of education, the area has a higher number of residents who have completed
some college, less than 1 year, and those with an associate’s degree. However, the number
of individuals with advanced degrees, such as master’s, professional, or doctorate, is lower
compared to the national average.

The neighborhood’s income distribution is mostly focused around the middle range, with
an above-average number of households earning between $60,000 and $124,999 annually.
The prevalence of low-income households is lower in the area, and the number of residents
with retirement income is higher than the national average.

Housing in the neighborhood is primarily owner-occupied, with a considerably lower
number of renter-occupied housing units. The area features a significant amount of de-
tached single-unit buildings, with a substantial prevalence of homes built in the 1980s and
1970s. The number of vacant houses is considerably lower than the national average.

The local workforce is employed in a variety of industries, with a higher-than-average
number of men working in transportation and warehousing, utilities, and administrative
and support services. Women are more likely to be employed in transportation and ware-
housing, utilities, finance and insurance, real estate, rental and leasing, and management
of companies and enterprises.

Overall, the neighborhood is characterized by its diverse population, family-oriented na-
ture, strong preference for owner-occupied housing, and a workforce that is engaged in var-
ious industries, particularly transportation and warehousing, utilities, and administrative
and support services.

6.1 Manual review of GPT4 output
Outputs were manually assessed by checking the number of different attributes/facts ref-
erenced and establishing the number that were factually inaccurate, those which made
spurious supposition, contained repetition or were missing features that should probably
have been considered notable. The results from the assessment for each cluster are shown
in Table 4.

On average the returned descriptions contained around 25 facts for each cluster, and
included 1 factual inaccuracy, very low levels of supposition or repetition and also around
1 missing feature. The quality of the returned written descriptions were overall very ac-
curate, and written in an accessible and clear style. Although each description contained
a very small level of error, we would still advocate that these require human intervention
to check the results, following similar processes as building traditional geodemographic
descriptive profiles [19]. Where factual inaccuracies occurred these were reasonably un-
predictable, and did not focus on any particular area of description. At their most extreme,
these took the antipode of the desired outcome. For example, a cluster with homogeneous
commuting might be described as “commuting patterns in the neighborhood are diverse”.
Missing features tended to be very minor, and usually missed an element of a range in
the data table. For example “with most people traveling 10 to 19 minutes to work”, should
have been reported as “with most people traveling 10 to 34 minutes to work”: thus, al-
though not classed as inaccurate as the statement is true, there is some missing detail. A
further issue observable in some descriptions were elements of value judgement or senti-
ment ascribed to some of the patterns. This mostly occurred in the final paragraph of the
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Table 4 Accuracy Checks of GPT 4 Generated Geodemographic Descriptions

Type Factual Inaccuracy Supposition Repetition Missing Features Not Notable Feature Attributes N

A1 1 0 0 1 0 22
A2 0 0 0 0 0 23
A3 2 0 0 1 0 23
A4 1 0 0 0 0 22
A5 1 0 0 1 0 27
B1 1 0 0 2 0 25
B2 0 1 0 0 0 24
B3 0 0 0 1 0 27
B4 1 0 0 0 0 28
B5 2 0 0 1 1 28
C1 0 1 0 0 0 25
C2 1 0 0 2 0 23
C3 2 0 0 1 0 22
C4 1 0 0 0 0 17
C5 0 0 1 2 0 28
C6 2 0 1 0 0 24
C7 0 0 0 1 0 25
D1 4 0 0 1 0 28
D2 0 0 0 1 0 27
D3 1 0 0 0 0 27
D4 0 0 0 1 0 19
D5 1 0 0 2 0 28
E1 0 0 1 0 0 24
E2 0 0 0 2 0 19
E3 0 0 0 0 0 28
E4 1 0 0 0 1 28
E5 2 0 1 3 0 26
F1 3 0 0 1 0 23
F2 5 1 1 1 0 27
F3 1 1 0 0 0 22
F4 0 0 0 3 0 23
F5 0 0 1 1 0 19
F6 1 0 0 1 0 22
G1 1 0 0 2 0 28
G2 1 0 0 1 0 27
G3 1 0 1 1 0 24
G4 1 0 0 2 0 27
G5 2 0 0 0 0 25
G6 1 0 0 0 0 26

profile description (as illustrated in the presented example), which GPT 4 tends to pro-
duce on longer outputs as a summary of the text generated. We would argue such phrases
are semantically problematic as imply a degree of ecological fallacy; that is area charac-
teristics being erroneously applied to individuals, and acutely in this case where drivers of
behaviour or preference are not known. Prospectively, such issues can likely be addressed
through additional refinement to the prompt engineering technique.

After the returned descriptions for Types were manually cleaned to remove inaccura-
cies, a second application of GPT 4 was used to generate summarising names for each
cluster. The following prompt was used, followed by each Type description. In this in-
stance, we manually ran this a number of times to develop a range of labels, selecting what
was most acceptable. A qualitative evaluation of outputs was made to ensure these repre-
sented the salient characteristics of the cluster.

In the style of a commercial geodemographic classification; create a cluster name that
would summarise the following geodemographic pen portrait. The name should capture
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as many different characteristics contained within the description as possible. The cluster
name should be no more than 3 words.

GPT 4 was then used to generate group-level descriptive summaries from the associated
Type descriptions. The following prompt was used, followed by the descriptions for all
the Types within the Group. The prompt also details how the Type descriptions will be
presented to GPT 4.

The following text represent a series of cluster descriptions from a geodemographic clas-
sification. Create an aggregate description that summarises the key characteristics of all
the clusters. This should describe the age profile, racial composition and language diver-
sity, types of housing, commuting characteristics and modes of transport, and the types of
employment.

This should be no more than 300 words. Each cluster description starts with a name,
followed by the description. Each cluster description is separated by “##########”.

Finally, once the Group descriptions were created and checked, the previously specified
prompt that was used to generate names for the Types was then applied to each of Group
descriptions. The final Group and Type hierarchy is presented Table 5.

7 Classification evaluation
Geodemographic classification systems require two types of evaluation to ensure their
utility. The first is a check of the internal consistency, designed to make sure that the clus-
ters are homogeneous, and have similar amounts of internal variability [4, 19, 23]. This
provides potential users with insights into the levels of certainty associated with the as-
signment of Block Groups to specific Groups or Types, as well as identifying any potential
geographical biases.

The second type of evaluation establishes the utility of the classification for describing
social and economic phenomena in the real world. This type of evaluation is designed to
test the ability of the resulting geodemographic classification to provide rich multivariate
insights into some real world event, policy, or action.

7.1 Internal evaluation
A useful measure of cluster fit is the within sum of square distance between the input mea-
sures of each Block Group to the values of their assigned cluster centroid. Larger scores
indicate areas that fit less well, whereas smaller scores represent areas with input profiles
that are closer to the cluster average. These scores were calculated for all input areas and
are presented by Groups and Types in Fig. 4 and also mapped to explore their geography
in Fig. 5.

Some of the lowest error rates are found within Group C: Aging Agricultural Settlers,
pertaining to areas that are predominantly more rural and have more stable aging pop-
ulations. An interesting exception to this is Type C6: Mature Rural Dwellers, which has
a tendency to be found in areas that are particularly remote and low density, and the er-
ror may be a result of wider margins of error associated with the ACS in these locations.
Group D: Diverse Affluent Professionals have relatively low error that is reasonably uni-
form over the Types. These are mostly family areas that might be considered more stable,
exhibiting features such as high income, larger housing and a well-educated and profes-
sional demographic. Group F: Economic Adversity has more mixed error across the nested
Types, acutely in those areas with greater over representation of non-white racial groups.
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Table 5 Group and Type Labels

Groups Types

A: Commuting Families A1 Multicultural Commuter Communities
A2 Diverse Family Commuters
A3 Diverse Early-Riser Families
A4 Multicultural Sunrise Laborers
A5 Senior Suburban Stability

B: Young Professionals B1 Multicultural Urban Professionals
B2 Diverse Multilingual Commuters
B3 Youthful Academic Diversity
B4 Young Urbanites
B5 Multicultural Urban Achievers

C: Aging Agricultural Settlers C1 Elderly Agricultural Enclave
C2 Aging Rural Haven
C3 Diverse Elders’ Enclave
C4 Agricultural Employment Hub
C5 Modest Agricultural Settlers
C6 Mature Rural Dwellers
C7 Mature, Rural Homesteaders

D: Prosperous Professionals D1 Affluent Mature Families
D2 Diverse Family Professionals
D3 Diverse Aging Affluents
D4 Prosperous Multicultural Professionals
D5 Multilingual Professional Community

E: Culturally Rich Achievers E1 Affluent Educated Elders
E2 Diverse Professional Enclave
E3 Educated Commuting Professionals
E4 Affluent Elderly Enclave
E5 Mature Multicultural Settlement

F: Economic Adversity F1 Lower-Income Agricultural Community
F2 Young Multilingual Commuters
F3 Lower-Income Ethnic Melting Pot
F4 Diverse Cultural Mosaic
F5 Struggling Service Workers
F6 Urban Economic Strugglers

G: Urban Melting Pot G1 Diverse Young Renters
G2 Diverse Commuter Community
G3 Low-Income Multilingual Renters
G4 Economically Challenged Commuters
G5 Multigenerational Latino Enclaves
G6 Diverse Low-Income Community

The error map shown in Fig. 5 does not highlight any particular geographic areas of spe-
cific concern, but does reiterate that in more isolated areas (visible in large block group
zones), there is a tendency for greater error, which as discussed, is picked up in some of the
Type level patterns. The purpose of this internal validation is to provide additional guid-
ance on the salience of the patterns and where (Geography, Groups or Types) robustness
of applications might be given extra scrutiny.

7.2 External evaluation: evictions in the United States
The 2016 book Evicted by Matthew Desmond is an ethnographic look at eviction in Mil-
waukee, Wisconsin. The book shed light on an understudied aspect of the housing crisis
in America and led to the creation of the Eviction Data Lab at Princeton University. This
lab tracks eviction filings at the block group level for much of the United States. Eviction
is a complex phenomenon rooted in poverty, race, built environment, housing markets,
family structure, and more. Due to its multidimensional nature, it is an interesting way to



Singleton and Spielman EPJ Data Science           (2024) 13:34 Page 17 of 21

Figure 4 A Box and Whisker Plot of the Error Metric by Types and Groups

Figure 5 A National Map of the Error Metric

demonstrate the utility of a high-dimensional typology of neighbourhoods. The complex-
ity of eviction and the imprecision of data from the American Community Survey at the
block-group level make a variable-by-variable approach to eviction untenable. A holistic
understanding of patterns in eviction filings can be difficult, a variable-by-variable anal-
ysis would fail to capture interactions, and a regression model would be unwieldy (due
to those same interactions). This makes the geodemographic approach ideally suited to
understanding these patterns.

Although national patterns clearly show that some types of neighbourhood have a much
higher eviction rate than others 6, geodemographic classifications also allow the disaggre-
gation of trends. For example, Fig. 7 shows trends in evictions over time for clusters with at
least 5000 evictions between 2000 and 2018. The group “Diverse Commuter Community”
is a highly racially diverse group, with 10x the national average public transit ridership
long commutes, and many pre-war large (10 or more unit) multifamily buildings. This
particular configuration of the built environment only really exists in larger, older Amer-
ican cities. The population has far fewer people with college and advanced degrees than
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Figure 6 Eviction filing rate (evictions filed per 100 rental units) by cluster type

the national average. However, in New York another type of block group with high evic-
tion rates is “Multicultural Urban Achievers”, in that it has very high levels of educational
attainment, and many more residents have advanced degrees than the national average.
While both of these types of block group are diverse urban areas with an older dense hous-
ing stock and their built environment might look similar to the casual observer, they have
very different populations.

Validating any geodemographic classification is difficult, but we would argue that our
model’s ability to separate classes of block groups with different eviction rates, in a way
that provides insights is a useful validation of utility. There are of course some caveats,
while eviction happens to people and families, our data describe places (block groups),
and the characteristics of the block group might not apply to the people being evicted.
Even if the classification only helps researchers ask better questions, we think it has value.

8 Discussion and conclusion
In this research, we addressed the challenges posed by the geographic-demographic res-
olution trade-off in the United States by creating a new way of working with the Amer-
ican Community Survey (ACS). Recognizing the limitations of existing geodemographic
systems, we introduced an AI-based, open-source geodemographic classification system
for the United States, leveraging small area estimates from the ACS. Our methodology
employed a partitioning clustering algorithm, considering a range of socio-economic, de-
mographic, and built environment variables.

A significant innovation in our approach was the integration of AI through the GPT4
large language model and retrieval augmented generation. This integration facilitated the
automated generation of intuitive cluster descriptions and names, marking the first ap-
plication of natural language processing in academic geodemographic research. However,
we do not argue that such innovations should be implemented uncritically. The integra-
tion of AI into geodemographic research workflows in the way that is presented in this
paper necessitates a comprehensive framework that not only leverages the efficiency and
capabilities of the AI, but also safeguards end users against potential biases and ethical
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Figure 7 Eviction filing rate by year for New York State. Clusters with more than 5000 evictions filed from
2000-2018

issues. As we argued in this paper, having a “human in the loop” as part of the process of
output creation and quality evaluation is critically important, and there are some interest-
ing prospective research challenges around how such processes could be better supported
through automation, both in terms of human computer interaction evaluation related to
prospective interfaces to such models, and how the manual validation of GPT4 outputs as
presented here might be supported through greater automation. Furthermore, the wider
the operational use of any classification with generative AI outputs, the greater the poten-
tial for any inherent bias or negative effects to be realised. As with any geodemographic
classification that has expected wide use, we would advocate that stakeholders are con-
sulted as an integral part of the design, development and evaluation process. We would
argue that this is good practice in general, and has been exemplified in the past three
editions of the UK ONS Output Area Classification that have been compiled after each
Census from 2001-2021 [19, 20, 22]. Elsewhere we also have argued for the development
of public interfaces to geodemographic classifications enabling wider consultation and
feedback to be gathered [24].

Our classification organized the US into 7 distinct Groups, further divided into 39 Types,
each accompanied by descriptive pen portraits. This structure provides a comprehensive
and nuanced understanding of the diverse geodemographic landscape of the US. Valida-
tion of our classification system was a crucial step in ensuring its reliability and applicabil-
ity. Through internal and external evaluation we ensured that our geodemographic clus-
ters accurately represent the underlying data and could be effectively used in real-world
applications through a study of national eviction rates.
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This paper contributes significantly to the field of geodemographics by offering a trans-
parent, reproducible and an adaptable classification system; with the integration and eval-
uation of advanced AI models like GPT4 demonstrating applicability for future geodemo-
graphic research.
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